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Abstract

Trends towards networked applications and Computer Supported Collaborative
Work, together with a wide interest for graphical systems and Virtual Environments,
have in the recent years raised interest for research in the field of Networked
Collaborative Virtua Environments (NCVEs). NCVEs are systems that allow multiple
geographically distant users to share a @mmon threedimensional Virtual Environment
(VE). NCVEs are apowerful tool for communication and collaboration, with potentia
applications ranging from entertainment and teleshopping to engineering and medicine.
Therefore it is not surprising that in the recent years we have seen adive reseach on
thistopic in both academic and industrial research establishments.

One of the particularly important reseacch challenges in NCVESs is the user
representation, the way how participants are graphically represented in the VE. This
can range from very simple block-like representation to highly redistic Virtual
Humans with articulated bodies and faces. It is observed that most of the existing
NCVE systems use rather simple representations, however research indicates that
better user representation can improve users sense of presencein the ewironment and
their ability to communicae with each aher.

In this thesis we analyze the problems involved with using sophisticated Virtual
Humans for user representation and propose a framework for NCVE integrating
Virtual Humans in an optima and flexible way. One of the salient charaderistics of
NCVEsisthat they alow distant usersto fed asif they were together. To enhance this
feding it is important to alow natura means of communicaion. Most of the &isting
NCVE systems apport audio and/or textual communication. However, facid
expressons, lip movement and gestures, which are very important components of our
everyday communication, are usually not supported.

Based on the NCVE framework developed as the first part of this work, we
propose four tedhniques to support facia communicaionin NCVESs.

* mapping of the video of participant’sred face on the virtual face
» model-based coding of fadal expressons

» gpeecdh-based lip movement



» use of predefined facial expressions

We analyze the advantages and disadvantages of all proposed approaches with
respect to the obtained quality of facial expressions, required bandwidth and suitability
for different applications.

In paralel with our work on NCVES, we participate in the work of 1SO/IEC
JTC1/SC29/WG11 - better known as MPEG. Within the MPEG-4 Ad Hoc Group on
Face and Body Animation we have provided a mgjor contribution to the specification
of Face Animation Parameters and Face Definition Parameters. This experience has
lead us to believe that there is a strong potential relation of MPEG-4 standard to
NCVEs and that it will be possible in near future to build rich multimedia 3D
networked environments based on this standard. As a part of our work we analyze the
potential usage of MPEG-4 for NCVE systems.
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Facial Communication in Networked Virtual Environments

1. Introduction

Trends towards networked applications and Computer Supported Collaborative
Work, together with a wide interest for graphical systems and Virtual Environments,
have in the recent years raised interest for research in the field of Networked
Collaborative Virtua Environments (NCVES) [Durlach95]. NCVEs are systems that
alow multiple geographically distant users to interact in a common virtua
environment. The users themselves are represented within the environment using a
graphical embodiment.

Networked Collaborative Virtual Environment (NCVE) systems are suitable for
numerous collaborative applications ranging from games to medicine [Doenges97,
Zyda97], for example:

» Virtual teleconferencing with multimedia object exchange
» All sorts of collaborative work involving 3D design
» Multi-user game environments

» Teleshopping involving 3D models, images, sound (e.g. real estate, furniture,
cars)

» Medical applications (distance diagnostics, virtual surgery for training)
* Distance learning/training

» Virtual Studio/Set with Networked Media Integration

» Virtual travel agency

In this chapter we present the motivation and objectives of the undertaken
research and we outline the organization of the rest of the thesis.
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1.1 Motivation

Networked Collaborative Virtual Environments (NCVE) have been an active
area of research for severa years now, and a number of working systems exist
[Barrus96, Carlsson93, Macedonia94, Ohyads, Singh95, Zyda93]. They differ largely
in networking solutions, number of users supported, interaction capabilities and
application scope [Macedoniad7], but share the same basic principle.

Severa aspects of NCVE sysems have been subject to thorough research with
interesting results. scaleability and network topologies [Macedonia94, Singh9s,
Funkhouser96], efficient space structuring [Barrus96, Benford95], real time smulation
[Rohlf94], feeling of presence in NCVEs [Benford9s, Welch96, Hendrix96,
Tromp9s].

However, some aspects are till missing or not enough developed, in particular
the participant representation and some aspects of human communication within
NCVEs.

Within Networked Collaborative Virtual Environments, the participant
representation can have severa important functions

* perception

* locdization

* identification

* visualization of interest focus
* visualization of actions

e communication

We believe that the smulation of highly realistic Virtua Humans [Boulic95] for
participant representation in NCVEs can fulfill these functions. However, in most
exiging systems the participant representation is rather crude, often using non-
articulated objects as embodiments. It is necessary to provide a framework for
including highly realistic, articulated and deformable Virtual Humans into the NCVE,
capable of both body and face animation. This framework should include:
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e virtual human simulation, involving real time animation/deformation of
bodies and faces

 virtual environment simulation, involving visual data base management and
rendering techniques with real time optimizations

» networking, involving communication of various types of data with varying
requirementsin terms of bitrate, error resilience and latency

 interaction, involving support of different devices and paradigms

 artificial intelligence (in case autonomous virtual humans are involved),
involving decision making processes and autonomous behaviors

Each of the involved components represents in itsef an area of research. When
combining them together the interaction between components and their impact on each
other have to be considered. This makes the development of the proposed framework a

complex task and imposes a careful design of software architecture to use.

The Networked Collaborative Virtual Environments are often described as
systems that permit the users to fedl as if they were together in a shared Virtua
Environment. Indeed, the feeling of "being together" is extremey important for
collaboration. Probably the most important aspect of being together with someone,
either in the real or a virtual world, is the ability to communicate. A function that
Virtual Humans can fulfill, and that we find particularly interesting, is allowing more
natural communication through facial expressions and gestures. Facial expressions, lip
movements, body postures and gestures all play an important role in our everyday
communication. Therefore we find that they should have their place also within the
NCVE systems.

In most of the existing NCVE systems the communication between participants
is restricted to text messages and/or to audio communication [Barrus96, Greenhal gh95,
Singh95]. Some systems [Carlsson93, Pratt97] includes a means of gesturd
communication by choosing some predefined gestures or simple behaviors. The natura
human communication is richer than this. Recognizing this problem, Ohya et al.
[Ohya95] present a virtual teleconferencing system where facial expressions are
tracked using tape markers while body and hands carry magnetic trackers, allowing
both face and body movementsto be synthesized.
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We propose a flexible framework for including Virtual Humans in Networked
Collaborative Virtual Environments, and use this framework to explore different
means of communication in such environments. We concentrate on facia

communication in particular.



Facial Communication in Networked Virtual Environments

1.2 Objectives

Our Ph.D. work concentrates on two main goals:

1. Development of a flexible framework for including Virtual Humans in
Networked Collaborative Virtua Environments

2. Development of algorithms for facial communicaion within the mentioned

framework

The first goal isin the development of aversatile and flexible NCVE architedure
alowing the integration of Virtual Humans into a NCVE. Versatility and flexibility in
this context means that the architedure should be open for easy extensions and suitable
not only for development of various collaborative goplications, but also as a testbed for
integration of new techniquesin NCVE.

In the seond phase, the goal is to develop means for fadal communicaion
within the NCVE framework developed in the first phase. Although the faceis a very
important communicaion channd, conveying emotions and facilitating understanding
through lip reading, fadal communication is very scarcely supported in current NCVE
sysems. Our work strives to fill this gap by providing severd methods of fadal
communicaion in NCVE. We propose four different methods, varying in bandwidth
and computing power required, as well as quality and application scope.

» Video texturing: mapping of the user's fadal video on the face of virtual
human. This method dffers high quality fadal images suitable for video
conferencing in 3D spaces, but it requires relatively high bandwidth as well as
considerable wmputing power for compresson/decompresson of video.

» Model based coding of facial expressions: using image analysis, track fadal
feauresin red time based on camera input, then use the extracted parameters
to reproduce the expressons on the remote virtual face This method
potentially offers good quality of facial expresson and lip movement
reproduction for 3D conferencing applicaions at an extremely low bitrate.
However, computational complexity is quite high and agorithms for the
extraction and tracking of fadal features are not yet mature.
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» Predefined emotions. user chooses emotions to reflect on hisher face from a
menu. This method has low requirements on both bandwidth and CPU. It is
suitable for chat applications.

* Lip movement synthesis from speech: lip movement is generated based on
speech signal. This method potentially provides good quality of lip movement
reproduction for easier speech comprehension, at an extremely low bitrate.
However, computing requirements for speech signal processing may be
prohibitively high, resulting in a tradeoff between the quality of lip movement
reproduction and computing resources.

An additional goal of thisthesisisto provide an analysis of the potential usability
of the currently developed MPEG-4 sandard in the field of NCVEs. This analysisis
based on our active participation in the development of the MPEG-4 standard which is
going on in parallel with our work on NCVEs.
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1.3 Organization

Therest of thisthesisis divided into five chapters.

Chapter 2 provides an overview of Networked Collaborative Virtual
Environments (NCVES). Firg, in section 2.1 we present the main research challenges
in the domain of NCVE: scaleability, network topologies, space structuring, rea time
simulation, user representation, human communication and the sense of presence.
Next, in section 2.2 we present the mgor existing NCVE systems. We analyze in
particular the solutions for user representation and human communication in the
exiging systems, as these areas are the principal focus of our own research.

In chapter 3 we discuss the motivations and chalenges involved in including
Virtua Humans (VH) in the NCVE systems. In section 3.1 we provide a brief
overview of Virtual Humans as a research domain. Section 3.2 provides the motivation
for including VH in NCVE systems. In section 3.3 we outline some of the complexities
involved with introduction of VH in NCVE and sketch some guidelines for a software
architecture to meet this task. Sections 3.4, 3.5, 3.6 and 3.7 of this chapter deal with
problems and requirements for particular tasks involving VH: navigation in the VE,
networking, human communication and support for autonomous behaviors,
respectively. The final section summarizes the main points brought up in this chapter
as basic considerations for our work in thisthesis.

So far we have deat with previous work, motivations, challenges and
requirements, outlining only briefly our own ideas about the solutions. The last
chapters present our contribution.

Chapter 4 presents the Virtual Life Network (VLNET) system, a flexible
framework for Virtual Humans in Networked Collaborative Virtual Environments.
After an introduction to VLNET, we deal in separate sections with the VLNET server,
VLNET client, navigation support and support for autonomous behaviors in VLNET.
The VLNET system is developed in ajoint effort between MIRALab, University of
Geneva and LIG, EPFL. While the general system architecture is a result of a long
term collaboration, development of particular modules was carried out by individuas
at either laboratory. In section 4.6 we present the distribution of work in detail, clearly
identifying the parts of the system that are part of the work presented in thisthess.
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Based on the VLNET system, in chapter 5 we present different means of facial
communication we have developed. The four sections of this chapter present video
texturing of the face, model based coding of facial expressions, lip movement synthesis
from speech and predefined expressions or emotions.

In chapter 6 we present an analysis of the potential relation of the future MPEG-
4 standard to the Networked Collaborative Virtual Environments based on the
experience from our active participation in ISO/IEC JTC1/SC29/WG11 (MPEG) Ad
Hoc Group on Face and Body Animation.

Finally in chapter 7 we conclude by summarizing our contribution, outlining the
potential applications and presenting ideas for future work.
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2. Networked Collaborative Virtual
Environments

Networked Collaborative Virtual Environments (NCVES) are systems that allow
multiple geographically distant users to evolve in a common virtual environment. The
users themselves are represented within the environment using a graphica
embodi ment.

Figure 1 schematicaly presents the basic principle of the NCVE. Each
workstation has a copy of the virtual environment. The user can evolve within the
environment and interact with it. All eventsthat have an impact on the environment are
transmitted to other sites so that al environments can be updated and kept consistent,
giving the impression for the users of being in the same, unique environment. The
users become a part of the environment, embodied by a graphical representation that
should ideally be human-like.
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Figure 1: Principles of Networked Collaborative Virtual Environments

In the next sections we will make a survey of main research challenges
concerning NCVEs and present severd existing NCVE systems.
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2.1 NCVE resear ch challenges

NCVE simulation is a reseach areawhich presents researchers with a multitude
of challenges. Scaleability of NCVE to large numbers of users is the holy grail for a
lot of reseachers in the field. Keeping the enwvironment representation consistent and
synchronized for all users requires a careful design of network topology to connect the
users and the spatial structure of the virtual world to divide large scde enwvironments
into more manageable partitions. Real time 3D graphics is a larger areaof research
that by no means restricts its usability to NCVEs, but does represent a aucia
component of any NCVE system. The graphical representation of users in the virtual
environment is extremely important because this is how the users perceive eat other
when using NCVEs, so it has a direct impad on the quality of service offered to the
user. Natural human communication using speed, fada expressons and gestures is
very important to support collaboration, though few systems try to go beyond audio
communicaion. Finally, the degree of presence that the user feels in a virtua
environment is acepted as one of most important measurements of the quality of
simulation. A lot of research has been done on reture, genesis and modificaion of
presence. The notion o presence in NCVESs is extended to mutual presence ad
awareness, i.e. the feeling of being together with ather users.

2.1.1 Scaleability

Scdedility of NCVE systems is a measure of how well the system behaves
when the number of users increases. We discuss slability in a separate section because
most of the research topics in the following sedions have an impad on scdeability,
and some of them are exclusively aimed at improving it.

An ided scaleable NCVE system would be the one that could support infinite
number of users without any degradation of the quality of service to each user. Thisis
obviously impossble, therefore the real systems try to achieve graceful degradation of
quality of service with increasing number of users in such a way that it disturbs the
user minimally. This usualy relies on assumptions about users needs and behavior.
For example, the user might be &le to achieve high quality communication with other
users that are close to him/her in the virtua environment, and only rudimentary
communicaion with those that are further apart or in ather rooms, imitating the real-
life behavior.

10
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2.1.2 Network topologies

Figure 2 schematicdly represents a sesson of a NCVE with several participating
hosts. If an event occurs at host 1, it isin genera necessary for a message aout that
event to reach al other hosts. How this message is transferred is a question of network
topology, i.e. theinside of the doud in Figure 2.

Transmitting any event that happens on any host to al other hosts requires a lot
of network traffic, growing with O(N?) where N is the number of users. Fortunately,
not all events are essential for all hosts. For example, if two users are very far from
each other in the virtual world and can not see ea@h ather, they do not need to know
about each other’s movements until they are dose elough to see eat other; therefore
their respedive hosts do not need to exchange messages. Dedding which hosts need to
reacive which messages, and pruning the unnecessry messages is cdled Area of
Interest Management (AOIM) or filtering. We will discuss AOIM strategiesin more
detail in the sedion on space structuring. In this sction we only discuss AOIM in
terms of its deployment within diff erent network topologies that we present.

Figure 2: Simplified View of Networking for Collaborative Virtual Environments

When dscussng different network topologies for NCVEs another important
issle is session management. This includes the procedures for a new user to join a
sesgon, leave the sesson, as well as a strategy for maintaining persistent virtual worlds

when no users are present.

11
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In the foll owing subsections we discussfour main network topology solutions for
NCVE systems.

* peer-to-peer
emulticast
e client/server

emultiple servers

' HOST 1 | ' HOST 3 '

HOST 2 | l HOST 4 '

Figure 3: Schematic view of the peer-to-peer network topol ogy

2.1.2.1 Pea-to-peer topology

In the pea-to-peer topology each host needs to send messages directly to all
other hosts as $own in Figure 3. This is obvioudy the most primitive and least
practical strategy. Sesson management is complicated becaise a new user needs to
connect to all hosts already participating in the sesson, and it is unclear where he/she
can get an up-to-date version of the virtua world. Unlessa special service processruns
somewhere, the world will not persist when there are no more users in a sesson.
AOIM can be implemented on each host but this also pases problems because the
AOIM agorithm itself neals up-to-date information about users positions and if this
informationisfiltered out too much the whole AOIM scheme might collapse.

An example of a system using this topology is the MR Toolkit [ Shaw93], which
is however not afully operational NCVE system but rather a toolkit for building VR
applications that can possbly be distributed.

12
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2.1.2.2 Multicast topology

Instead of sending messages to al hosts, a message is sent to a multicast address
as shown in Figure 4, which alows efficient transfer of the message to all members of
the particular multicast group. In this configuration AOIM is done implicitly by
joining and leaving multicast groups. This is particularly convenient for geometry-
based AOIM strategies, i.e. where groups of users that communicate with each other
are determined based on their presence in a certain geometrical space. However, for
more complex AOIM strategies this approach might lack flexibility.

As for the sesson management, inconveniences listed for the peer-to-peer
approach persist in this approach.

Also, this approach is practical only on networks that allow multicasting, which
might require some configuration work.

Examples of this approach are NPSNET [Macedonia94] and DIVE [Carlsson93].

HOST 1 HOST 3

MULTICAST

NETWORK
HOST 4

Figure 4. Schematic view of the multicast network topol ogy

2.1.2.3 Client/server topology

Instead of sending messages directly to the hosts, they are sent to a server, and
the server proceeds them to the hosts as illustrated in Figure 5. The server holds dl the
up-to-date information pertaining to the virtua world. It takes care of the session
management and keeps the virtual world pers stent when no users are connected.

13
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Any AOIM strategy can be implemented in the server, since it holds all relevant
information and controls all network traffic.

The inconvenience is that all traffic passes through a single server which will
necessarily become congested when the number of users grows.

HOST 1 HOST 3

SERVER

HOST 2 HOST 4

0

Figure 5: Schematic view of the client/server network topology

HOST 1 HOST 3

SERVER

SERVER

SERVER

HOST 2 HOST 4

Figure 6: Schematic view of the multiple servers network topol ogy

g

2.1.2.4 Multiple serverstopology

This approach keeps the advantages of the simple client/server approach, but by
sharing the network traffic burden between the multiple servers as shown in Figure 6
allows more users to connect to the same world. However, it might introduce extra
latency due to longer path of messages.

14
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Also, session management and AOIM become more complex.

Examples of this approach are the BrickNet system [Singh95] and the RING
system [Funkhouser95].

2.1.3 Space structuring

In case of a simple virtua environment consisting of a single room or similar
simple space, space structuring is not an issue. However, it becomes an important issue
if one tries to modd large scale environments like cities or battlefields inhabited by
large numbers of users. It is simply impossible to keep such large structures
monolithic, already because of memory and download time problems. Also, the
multitudes of users that will inhabit these complex environments must be managed
smartly in order to avoid network congestion. Space structuring is closdy tied to
AOIM which, as mentioned in the previous section, is a strategy to reduce the tota
network traffic by sending messages to hosts on an as-needed basis. Therefore we will
discuss AOIM in parallel with the space structuring.

Another problem that occurs with large scale environments is that of coordinate
inaccuracy. As the environment grows larger, the precision with which coordinates can
be represented drops because of the inherent imprecision of large floating point
numbers. For example, a 32 bit floating point number of the order of magnitude 10E6
has a precision of 0.06. This means that an object positioned in a virtual environment
at 1000 km from the origin can be placed with only 6 cm precision [Barrus96].

We present following strategies for space structuring:
* separate servers
euniform geometrical structure
*free geometrica structure
* user-centered dynamic structure
2.1.3.1 Separate servers

This is the simplest concept of space structuring and resembles the organization
of the pages of the World Wide Web. Each world is independent from the rest, but can
have links to other worlds just like a Web page has links to other pages asillustrated in
Figure 7.

15
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AOIM dtrategy in this configuration is implicit: the worlds are completdy
separate and no messages are passed between them.

The advantages of this approach are the relative simplicity of implementation
and limitless scaleability. Also, the problem of inaccuracy of large coordinate systems
is solved by having separate (and smaller) coordinate system for each world.

However, there are disadvantages. Links between the worlds are only on discrete
points - it is impossible to have a continuous boundary. They are unidirectional, so
there is no possibility to go back through the same link unless there is alink in the
other direction too. Just as with web pages, complex sets are difficult to maintain.

VRML [VRML97], though it is not a real NCVE system, is an example of this

{ >

Figure 7. Space structuring with separate servers

2.1.3.2 Uniform geometrical structure

In this approach the world is partitioned in uniformly sized and shaped portions
caled cdls, as illustrated in Figure 8. An example of this approach is NPSNET
[Macedonia94] using hexagond cells.
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A user can communicate only with the users in the same cdl and in the
neighboring cells. Consdering the simple uniform cdl layout, the cell neighborhood
information is easy to maintain as the user moves from cell to cell.

This approach scaes well for large number of users, though uniform partitioning
of the world might not be flexible enough for all applications. The problem of
inaccuracy of large coordinates is not solved because the whole world isin a single
huge coordinate system.

Figure 8: Uniform geometrical space structure

2.1.3.3 Free geometrical structure

Barrus et al. [Barrus96] introduce the concept of locales which inherits good
characteristics of the first two approaches. Rather than partitioning the world in
uniform cells, the world is composed of sub-worlds called locales (see Figure 9).
Unlike the first approach with independent worlds, communication between locales is
alowed on a neighborhood basis. Much more flexibility is provided than in the
uniform cell approach: shape and size of each locale are arbitrary, neighborhood
information is user-defined as well as the transformations between neighboring locales
which are defined by transformation matrices. Each local has its own coordinate
system, solving the problem of inaccuracy of large worlds. For operations that span
more than one local e, transformation matrices between locales are used.

17
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Figure 9: Free geometrical space structure

Figure 10: User-centered dynamic space structure - aura, focus and nimbus

2.1.3.4 User-centered dynamic structure

Fahlen, Benford et a. [Fahlen93, Benford95] introduce the notion of aura, focus
and nimbus (Figure 10). This concept allows for a fine-grained dynamic management

18
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of spacestructure and users (or objects) awarenessof each ather. This approach does
not replace the three approaches mentioned so far, but can be implemented together
with any of them.

The mncept of aura, focus and nimbus is KMewhat more wmplex than the space
structuring approaches introduced so far, therefore we will present it over severd
following subsedions.

2.1.3.4.a) Space and objects

The most fundamental concept in this approach is space itself. Space isinhabited
by objects which might represent people, information or other computer artifads. Any
interaction between objeds occurs through some medium. A medium might represent a
typicd communicaion medium (e.g. audio, vision or text) or perhaps some other kind
of object specific interface. Each objed might be capable of interfadng through a
combination of media/interfaces and objeds may negotiate compatible media
whenever they meet in space.

2.1.3.4.b) Aura

The first problem in any large-scale environment is determining which objects
are capable of interacting with which athers at any given time. Aura isdefined to be a
sub-space which effectively bounds the presence of an object within a given medium
and which acts as an enabler of potential interaction [Fahlen93]. Objeds carry their
auras with them when they move through space and when two auras collide,
interaction between the objeds in the medium beammes a posshility. It is the
surrounding environment that monitors for aura ollisions between dbjeds. When such
collisions occur, the environment takes the necessary steps to put objects in contact
with one another (e.g. exchange of object Ids, addresses, references or establishment of
associations or connedions). Thus, aura ats as a fundamental technologica enabler of
interaction and is the most elementary way of identifying a subspace asciated with an
objed. An aura can have any shape and size and need not be aound the object whose
aura it is. Nor ned it be contiguous in space Also, each objed will typicdly possess
different auras for diff erent media (e.g. diff erent sizes and shapes). Thus, as | approach
YyOU across a space, you may be able to see me before you can hea me because my

visual auraislarger than my audio aura.

19



Facial Communicationin Networked Virtual Environments

2.1.3.4.c) Focus, nimbus and avareness

Once aura has been used to determine the potential for objed interadions, the
objeds themselves are subsequently responsible for controlling these interadions. This
isachieved on the basis of quantifiable levels of awarenessbetween them. The measure
of awarenessbetween two objects need not be mutualy symmetrical. A’s awarenessof
B neal not equal B’s awareness of A. As with aura, awareness levels are medium
specific. Awareness between objects in a given medium is manipulated via focus and
nimbus, further subspaces within which an object chooses to dired either its presence
or its attention. More specifically, if you are an dojed in space

*The more an objed is within your focus, the more avare you are of it.
*The more an objed is within your nimbus, the more avareit is of you.

The nation of spatial focus as a way of direding attention and hence filtering
information is intuitively familiar from our everyday experience (e.g. the concept of
visual focus). The notion o nimbus requires a little more explanation. In genera
terms, a nimbus is a sub-space in which an objed makes ome agpect of itself available
to others. This could be its presence, identity, adivity or some combination of these.
Nimbus all ows objects to try to influence others (i.e. to projed themselves or their
adivity to try to be head o seen).

Objects negotiate levels of awareness by using their foci and nimbi in order to try
to make others more aware of them or to make themselves more aware of others.
Awareness levels are alculated from a wmbination of nimbus and focus. More
specificdly, given that interadion hasfirst been enabled through aura cllision:

The levd of awarenessthat objed A has of object B in medium M is a function of
A’sfocusin M and B’s nimbusin M.

2.1.3.4.d) Adapters and boundaries

Next, Benford et a. [Benford95] consider how aura, focus and nimbus, and
hence awareness are manipulated by objeds in order to manage interadions. They

envisage four primary means of manipulation:

» Aura, focus and nimbus may most often be implicitly manipulated through
spatid actions sich as movement and orientation. Thus, as | move, my aura,
focus and nimbus might automatically follow me.

20
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e They may on occasion be explicitty manipulated through a few key
parameters. For example, | might deliberately focusin or out (i.e. change focd
length) by simply moving a mouse or joystick.

» They may be manipulated through various adapter objects which modify them
in some way and which might be represented in terms of natural metaphors
such as picking Yy a tool. Adapters support interadion styles beyond basic
mingling. In essence, an adapter is an object which, when picked up, amplifies
or attenuates aura, focus and nimbus. For example, a user might conceve of
picking upa “microphone’. In terms of spatial model, a microphone adapter
would then amplify their audio aura and nimbus. As scond example, the user
might sit at a virtual table. This adapter object would fold their aura, foci and
nimbi for several media into a ammon spacewith cther people dready seded
at the table, thus allowing a semi-private discusson with a shared space. In
effect, the introduction of adapter objeds provides for a more extensible
model.

» Findly, aura, focus and nimbus may be manipulated through boundaries in
space Boundaries divide space into different areas and regions and provide
mechanisms for marking territory, controlling movement and for influencing
the interactional properties of space. More spedficdly, boundaries can be
thought of as having four kinds of effects. effects on aura, effeds on focus,
eff ects on nmbus and eff ects on traversal (i.e. movement). Furthermore, these
effects can be of four sorts. obstructive, non-obstructive, conditionally
obstructive and transforming [Bowers92]. These dfects are dso defined on a
per medium basis and different boundaries may mix these effeds in dfferent
ways. For example, a virtual door might conditionally obstruct traversal, aura,
focus and nmbus (the mndition being the possesdon o a key) whereas a
virtual window might obstruct traversa but not obstruct aura, focus and
nimbus. Of course, there may aso be types of boundary which do not have
any red-world counterpart like one way mirrors you can walk through.

2.1.4 Real timesimulation

Red time 3D graphical simulation is a vast area of research and we do not intend
to make ay sort of extensive survey asit would be out of place in thiswork. However,
red time 3D graphics being at the core of NCVES, the topic does deserve dtention.
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One of the currently best environments for real time 3D graphics, and the one used in
our work, is IRIS Performer [Rohlf94].

IRIS Performer is a toolkit for visual simulation, virtua reality and other red-
time 3D graphics applicaions. The principal design gad is to alow applicaion
developers to more eaily obtain maximal performance from 3D graphics workstations
which feature multiple CPUs and support an immediate-mode rendering library. To
this end, the toolkit combines a low-leve library for high-performance rendering with
a high-level library that implements pipelined, parale traversals of a hierarchical
scene graph Graphics optimizations focus on efficient data transfer to the graphics
subsystem, reduction of mode setting, and restricting state inheritance. The toolkit’s
multiprocessng feaures lve the problems of how to partition work among multiple
processes, how to synchronize these processs, and how to manage data in a pipelined
multiprocessng environment. The toolkit also supports intersedion detection, fixed-
frame rates, run-time profiling and spedal eff ects such as geometric morphing.

2.1.5 User representation

User representation determines the way users perceive each other in the VE, and
is therefore an extremely important factor for the quality of a NCVE system (a more
detailed discussonon user representation in NCVEs can be found in Chapter 3).

Although Networked Collaborative Virtual Environments have been around as a
topic of reseach for quite some time, in most of the existing systems the anbodiments
are fairly simple, ranging from primitive cube-like gopearances [Greenhalgh95], non-
articulated human-like or cartoon-like avatars [Benford95] to articulated body
representations using rigid body segments [Barrus96, Carlson93, Pratt97]. Ohya € al.
[Ohya95] report the use of human representations with animated bodies and facesin a
virtual teleconferencing application, as described in subsection 2.2.6.

One of the main purposes of our own work is the introduction of high quality
virtual humans for user representation to further enhance the quality of the NCVE

experience
2.1.6 Human communication

NCVE systems are basicaly communicaion systems $ communicaion and
collaboration between people ae their primary purposes. Actualy, the fact that the
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users share the same virtua environment and can interact with it simultaneously
enhances their ability to communicate with each other. However, the means of
communication that are taken for granted in rea life - speech, facia expressions,
gestures - are not necessarily supported in NCVE systems due to technical difficulties.
Most systems support audio communication, and very often there is a text-based chat
capability [Barrus96, Greenhalgh95]. Some systems [Carlsson93, Pratt97] include a
means of gestural communication by choosing some predefined gestures. The natura
human communication is richer than this. Facial expressons, lip movement, body
postures and gestures all play an important role in our everyday communication.
Idedlly, all these means of communication should be incorporated seamlesdy in the
Virtual Environment, preferably in a non-intrusive way. Ohya et al. [Ohya95]
recognize this need and present a system where facial expressions are tracked using
tape markers while body and hands carry magnetic trackers, dlowing both face and
body to be synthesized. In our own work we propose further improvements in the area
of facid communication.

2.1.7 Senseof presence

Despite knowledge to the contrary, users of virtual environments often report
feeling as if they are actually in the computer-generated world to which they are being
exposed. This subjective state is often referred to as presence or being there
[Welch96]. Some investigators, e.g. Steuer, Slater, Usoh [Steuer92, Slater94-1],
consider it to be a characteristic of virtual reality that most clearly distinguishesit from
other forms of multimedia. Presence is considered to be a desirable outcome for VE
participants. There has been much discussion on nature, genesis and modification of
presence [Barfield93, Barfidd95, Hendrix96, Fontaine92, Heeter92, Sheridan92,
Slater94-1, Steuer92, Zeltzer92].

Slater and Usoh [Slater94-1] suggested that the principal determinants of
presence were externa and internal factors. External factors are those that result from
the technology we use to create the virtual environment experience. Such factors
include hardware components, peripheras, and the software and models used to create
the virtual environment. In contrast, internal factors are those factors that are typically
termed subject variables in psychological experiments. These include whether the
person has the physical capability for binocular vision, and various psychological
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aspeds of the virtual environment participant, such as the person's preference for
processng sensory data.

In the context of NCVE, the social asped influences presence It is expeded that
the ability to perceve other users and communicate with them increases the sense of
presence. Also the quality of this perception and communication has a positive dfect
on presence. In NCVEs the notion of presence is extended by the presence of other
participants to the notion of mutual presence, which is the sense of being together of
other people which in redity are on different geographicd locations. The graphica
user representation and means of communication between the users play an important
role for the sense of mutual presence.
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2.2 NCVE systems

Networked Collaborative Virtua Environments (NCVE) have been an active
area of reseach for several yeas now, and a number of working systems exist
[Barrus96, Benford95, Carlsson93, Macedonia94, Ohyads, Singh95, Zyda93]. They
differ largely in networking solutions, number of users sipported, interaction
capabilities and application scope, but share the same basic principle illustrated in
Figure 1.

While presenting various systems in following subsections, we discuss in
particular each system with resped to our main interest area: user representation and
human communication.

2.2.1 NPSNET

NPSNET is anetworked virtua environment developed at the Computer Science
Department of the Naval Postgraduate School (NPS) in Monterey, California[Zyda93,
Macedonia94]. It is developed spedficdly for large-scae military ssmulations.

NPSNET cen be used to simulate a1 air, ground, nauticd (surface or
submersible) or virtual vehicle, as well as human subjects. A virtua vehicle, or stedth
vehicle, is a vehicle that can ravigate in the virtual world bu has no graphica
representation and is therefore not seen by others. The standard user interface devices
for navigation include a flight control system (throttle and stick), a six degree of
freedom SpaceBall, and/or a keyboard. The system models movement on the surfaceof
the eath (land or seg, below the surface of the sea and in the atmosphere. Other
entities in the simulation are @ntrolled by users on ather workstations, who can either
be human participants, rule-based autonomous entities, or entities with scripted
behavior.

The virtual environment is populated not only by users' vehicles/bodies, but aso
by other static and dynamic objeds that can produce movements and audio/visua
effeds.

NPSNET uses the Distributed Interactive Smulation (DIS 2.03) protocol [|EEE
93] for application level communicaion among independently developed simulators
(e.g. legacy aircraft simulators, constructive models, and red field instrumented
vehicles). The DIS protocol attempts to provide abasis for communicaion between
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different hardware and software platforms involved in a simulation. DIS is a group of
standards being developed by the US Department of Defense and industry that
addresses communi cations architecture, format and content of data, entity information
and interaction, simulation management, performance measures, radio communication,
emissions, field instrumentation, security, database formats, fidelity, exercise control
and feedback. A second purpose is to provide specifications to be used by US
government agencies and engineers that build simulation systems.

NPSNET uses uniform geometrical space structuring with hexagonal cells, as
presented in subsection 2.1.3.2, combined with multicasting groups to efficiently
partition the network traffic for communication between participants.

The user representation in NPSNET was originadly the graphical representation
of the vehicles they use, e.g. tanks or airplanes. In a later version, simulation of
humans is included through integration of University of Pennsylvania Jack human
simulation software [Badler93, Prait97]. This allows for some forms of gestura
communication through predefined behaviors like walking, running, crawling etc..
Facial communication is not supported. Figure 11 shows the user representation in
NPSNET.

Figure 11: User representation in NPSNET (from NPS Web pages)

222 DIVE

DIVE (Distributed Interactive Virtual Environment) [Carlsson93] is devel oped at
the Swedish Institute of Computer Science. The DIVE system is atool kit for building
distributed VR applications in a heterogeneous network environment.
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The DIVE run-time ewironment consists of a set of communicating processes,
running on nodes distributed within a locd areanetwork (LAN) or wide aeanetwork
(WAN). The processs, representing either human users or autonomous applications,
have accessto a number of databases, which they update cncurrently. Each database
contains a number of abstraded descriptions of graphical objeds that together
constitute avirtual world. Associated with each world is a processgroup, consisting of
al processes that are members of that world. Multicast protocols are used for the

communication within such a processgroup [Birman9l].

world 1 O |

node

@ process

Figure 12: DIVE architedure (from [Benford95])

Figure 12 shows a typica DIVE architedure where several processs, running
over a LAN, are members of process groups corresponding to DIVE virtual worlds.
These processes are manipulating the world data and presenting it to users through a
Head Mounted Display (HMD) or an ordinary computer screen. The LAN’s are
connected through a WAN.

Each member of a process group has a aomplete wpy of the world database and
when a process joins a cetain group, it copies the world data from another member of
that group. The information in this replicated database is kept consistent by way of
distributed locking medhanisms and reliable multicast protocols [Hagsand91]. If there
are no aher members in the process group than the world state is read from a file.
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Also, when the lagt group member exits a world the state is lost unless it has
(explicitly) been saved to a file. A process may enter and leave groups dynamically,
but at a given time it will be amember of only one process group. In VR terms this
means that an objed (e.g. user representation) can fredy travel between diff erent
worlds, but can only bein oneworld at atime.

It is possble to distinguish between severa different types of processs in the
DIVE environment. We will now briefly present the most important ones.

A user process is a process that interfaces directly to a human user, and is
therefore often responsible for managing the interadion between the user and the
virtual environment.

The visualizer isaprocessthat isresponsible for alarge part of what DIVE user
encounters in the interface, being the manager of the display devices, different input
devices, navigational aids etc. The visualizer supports so cdled vehicles. A vehicle is
responsible for the mapping of input devices to adions inside the environment. Severa
different vehicles have been developed in DIVE, the most sophisticated being the

mouse vehicle and the HMD vehicle.

The auralizer is a process responsible for generating audio output based on
spatid localized sound sources.

Application processes are typicdly used for the introduction and subsequent
management of objects in the ewironment. Example tasks are allision detedion,
animated objed behavior, interfaces to external database services etc.

DIVE supports a simplified implementation of the dynamic space structuring
described in section 0.

For the user representation, DIVE offers svera tedniques. First, simple
“blockies” are composed from a few basic graphics objeds (e.g. cubes). Blockies
convey presence and locaion and the use of a line extending from the body to the
point of manipulation in spacerepresents the adion point. In terms of identity, simple
static cartoon-like facial feaures suggest that a blockie represents a human and the
ability of usersto tailor their own body images supports some differentiation between
individuals (the specification of each individual is dored in a datafile and the aedion
and subsequent management of these embodiments is the responsibility of the DIVE
visualizer). A more advanced DIVE body for immersive use texture maps a satic
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photograph onto the face of the body, thus providing greaer support for identity. The
body itself is a simple aticulated structure composed of rigid pieces for limbs and
other body parts. Figure 13 shows one participant’s view of a DIVE conference. Two
of the participants have human-looking representations, a third is a blockie and an
image of another participant is presented on a “virtual video monitor”.

DIVE has very basic support for gestural communication by choosing predefined
gestures to be reproduced on DIVE's body representation. Facial communication is
partly supported through the possbility of streaming video into the scene on a “virtua
video monitor”. However, the video is not in any way attaded to the user, it is just

presented on the virtual monitor. Text and audio communicationis sipported.

Figure 13: DIVE user representation (from [ Benford95])

2.2.3 BrickNet

The BrickNet toolkit provides functiondities geared towards enabling faster and
ea e credion of networked virtual worlds. It eliminates the need for the devel oper to
lean about low level graphics, device handling and network programming by
providing higher level support for graphicd, behavioral and network modeling of
virtual worlds. BrickNet provides the developer with a “virtual world shell” which is
customized by populating it with objeds of interest, by modifying its behaviora
properties and by specifying the objects’ network behavior. This enables the developer
to quickly create networked virtual worlds.
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BrickNet appli es the multiple server network topology as described in subsedion
2.1.2.3. A BrickNet server ads as an objed request broker and communicaion server
for its clients. Servers, distributed over network, communicae with one another to
provide a service to the dient without its explicit knowledge of multiple servers or
inter-server communication. The clients are unaware of the locale of the servers
serving the dient requests. Clients run asynchronously without having to wait for the
datato arrive from the server.

BrickNet introduces an objed sharing strategy which setsit gpart from the dassc
NCVE mindset. Instead of all users aring the same virtual world, in BrickNet eath
user controls his’her own virtual world with a set of objects of his’her choice. He/she
can then expose these objeds to the others and share them, or choose to kegp them
private. The user can request to share other users’ objects providing they are exposed.
S0, rather than a single shared environment, BrickNet is a set of “overlapping” user-
owned environments that share certain segments as negotiated between the users.

BrickNet does not incorporate any user representation, so the users are body-less
in the virtual environment and their presence is manifested only implicitly through
their actions on the objeds. The authors of the system do not report on the support for
text or audio communication. Fadal or gestural communication are not supported.

224 MASSIVE

MASSIVE (Model, Architecture and System for Spatial Interaction in Virtual
Environments) [Benford95, Greenhalgh95] is a prototype implementation of the
dynamic space structure agpproach described in section 0. The main goals of MASSVE
are scdeability and heterogeneity, i.e. supporting interadion between users whose
equipment has different capabilities and who therefore employ radicdly different
styles of user interface, e.g. users on text terminals interacting with users wearing Head
Mounted Displays and magnetic trackers.

MASSIVE supports multiple virtual worlds connected via portals. Each world
may be inhabited by many concurrent users who can interad over ad-hoc combinations
of graphics, audio and text interfaces. The graphics interface renders objeds visible in
a 3D space and allows users to navigate this gacewith six degrees of freedom. The
audio interface allows users to hear objeds and supports both red-time @nversation
and playback of preprogrammed sounds. The text interfaceprovides a plan view of the
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world via a window (or map) that looks down onto a 2D plane across which users
move (similar to Multi-User Dungeons). Text terminal users may interad by typing
messages to ane another or by invoking emotions (e.g. smile, grimace).

These interfaces may be arbitrarily combined according to the capabilities of a
user’s terminal equipment. Thus, a one extreme, the user of a sophisticated graphics
workstation may simultaneously run graphics, audio and text clients. At the other, the
user of a dumb termina (e.g., a VT-100) may run the text client aone. It is aso
possble to combine the text and audio clients without the graphics, and so on. This
alows users of radicdly different equipment to interad, abeit in alimited way, within

a ommon virtua environment.

All the aove interfaces are driven by the spatial model as described in section 0.
Thus, an objed cannot be seen until graphics aurae colli de and cannot be head until
audio aurae ollide. The dfeds of focus and nimbus are most pronounced in the audio
and text interfaces. Audio awareness levels are mapped to the volume with the net
effect that audio interaction is snsitive to both the relative distances and orientations
of objeds involved. Text messages are also displayed acarding to the mutual level of
awareness. In the aurrent implementation, users may explicitly manipulate avareness
by choosing between three settings for focus and nimbus - normal (generd
conversation), narrow (private conversation) and wide (intended for browsing). Two
adapter objects are dso provided: a podium that extends the aura and nimbus of its
user (making him/her more noticedle) and a wnferencetable that replaces the normal
aurag foci and nimbi with the new set that spans the table (invoking a private
conversation around the table).

The user representation in MASSIVE is very smple, involving Wock-like
charaders sown in Figure 14. Each user may specify hissher or her own graphics
embodiment via a onfiguration file. In addition, some default embodiments are
provided that are intended to convey the caabilities of the user. Given MASSVE's
heterogeneity, a mgjor goa of the eanbodiments isto convey users capabilities. Thus,
considering the graphics interface, and audio-capable user has ears, a desk-top graphics
user (monoscopic) has asingle gye, an immersed stereoscopic user has two eyes, and a
text user has a letter T embossed on higher head. In the text interface users are
embodied by a single character (usually the first charader of their name) that shows
position and may help identify the user in a limited way. An additional line (single
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character) points in the direction the user is currently facing. Thus, using only two
characters, MASIVE attempts to convey presence, location, orientation and identity.

Although it has good support for text and audio communication, MASSIVE does
not support facial or gestural communication.

Figure 14 shows a typica view of a graphics user, with several other users in

sight.

Figure 14 User representation in MASIVE (from [Benford95])
225 SPLINE

SPLINE, or Scaleable Platform for Interactive Environments [Barrus96] is best
known for the introduction of the concept of locales, already discussed in subsection
2.1.3.2. On top of this non-uniform geometrical space structure, multicasting network
topology is used.

Another important feature is the support for both pre-recorded and real-time
audio. Volume attenuation is used to indicate distance of sound sources and differential
attenuation of left and right channels to indicate direction (it is planned to incorporate
better audio rendering algorithms to create a more detailed auditory environment).
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SPLINE introduces a new synchronization algorithm for synchronizing sound
with other events in the environment. Sound synchronization demands a millisecond
precision for composing sound samples. On the other hand, virtual environments may
persigs for days and months. Unfortunately, time stamps with millisecond resolution
and such long time span would require a lot of bits making them impractical to use.
SPLINE introduces modular time stamps with 1 ms precision and 1 week modulus
using Quotient-Normalized Modular Timestamps algorithm [Waters96] to avoid the
complexity of the usual modular arithmetic.

SPLINE uses a simple articulated body representation composed of rigid body
parts as shown in Figure 15. Audio communication is supported, but there is no
support for facial or gestural communication.

Figure 15: User representation in SPLINE

2.2.6 Virtual Space Tdeconferencing

Ohya et a. [Ohya95] propose VISTEL- Virtual Space teleconferencing system.
As the name indicates, the purpose of this system is to extend teleconferencing
functionality into a virtual space where the participants can not only talk to each other
and see each other, but collaborate in a 3D environment, sharing 3D objectsto enhance
their collaboration possihilities.
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The aurrent system supports only two users and does not attempt to solve
problems of network topology, space structuring o sesson management, so in a
cetain sense it is not a complete NCVE system. However, the work of Ohya d al. has
similarities with our own, and espedally bases itself on similar motives; therefore we

giveit aspecia placein thisreview.

In the VISTEL system most attention is concentrated on reproduction of human
motion and fadal expressons as means of natural communication in the virtual world.

The human body motion is extracted using a set of magnetic sensors placed on
the user’s body. Thus the limb movements can be captured and transmitted to the
receiving end where they are visualized using an articulated 3D body representation.

Figure 16: Markers taped on user’ s facefor feature tracking (from [Ohya95])

The facial expressons are catured by tracking facial feaure pointsin the video
signal obtained from a camera. The dgorithm of Ohya et a. requires colored markers
to be placed on the user’sface @ down in Figure 16 to fadlit ate tracking of features.
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The movement of facial features is transmitted to the receiving end, where the features
of an articulated 3D face model are moved in correspondence.

Figure 17 shows an example session of VISTEL, where a user embodiment can

be seen.

Figure 17: An example sesson of VISTEL (from [Ohya95])

2.2.7 Concluding remarks

Table 1 presents an overview of the analyzed systems with respect to the research
challenges outlined in section 2.1. We have primarily concentrated on issues
concerning user representation and human communication. The table shows that most
of the systems use a body representation consisting of rigid segments, and some use
more primitive representations. It is even more evident that gestural, and in particular
facial communication are poorly supported in the current NCVE systems.

35



Facial Communication in Networked Virtual Environments

N/A = User Audio Text Gestural Facial Networ k Space Origin
datanot | repre- comm- [ comm- | commu- commu- topology structu-
availablt | sentation | unica- | unica- | nication nication ring
tion tion
NPSNET | Articulated| Yes Yes Predefined No Multicast Uniform | Nava Postgraduate
rigid- gestures/ School, Monterey,
segment behaviors CA, USA
body
DIVE Articulated| Yes Yes Predefined No Multicast Dynamic| Swedish Institute of
rigid- gestures Computer Science,
segment Stockholm Sweden
body
BrickNet | None N/A N/A No No Multiple Separate | University of
servers servers | Singapore
MASSIVE| Smple Yes Yes No No Multicast Dynamic| University of
block-like Nottingham, UK
structure
SPLINE | Articulated| Yes N/A No No Multicast Free Mitsubishi Electric
rigid- Research Labs,
segment Cambridge, MA,
body USA
VISTEL | Articulated| Yes No User wears | User wears | Peer topeer | None ATR Research Labs,
rigid- magnetic markers on Kyoto, Japan
segment trackers the face
body

Table 1: Comparison of current NCVE systems
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3. Introducing Virtual Humansin NCVEs

The goa of this chapter is to establish the importance of integrating Virtual
Humans in NCVE systems, analyze the encourtered problems and ouline the possble
solutions as a basis for the work to be developed within this Ph.D. thesis. We give abrief
introduction to Virtual Humans (sedion 3.1), explain why it isimportant to include them
in NCVE systems (sedion 3.2), analyze the problems invalved in such integration and
outline the solutions (sedions 3.3, 3.4, 3.5, 3.6, 3.7).

In aVirtua Environment (VE) with multiple usersit is necessary to represent eat
participant in the eavironment using some kind o graphicad embodment. This graphicd
embodment has multiple important functions which we discussin sedion 3.2, showing
that high level Virtual Humans can fulfill t hose functions most optimally.

However, Virtua Humans invalve rather complex algorithms, and integrating them
in an aready complex NCVE framework requires a caeful planing o a software
architedure to be used. We analyze these problems and ouline possble solutions in
sedion 3.3.

Navigation isa common task in VEs, but in NCVEs invalving Virtual Humans the
task islargely extended. We analyzethis problem in sedion 3.4.

Furthermore, Virtual Humans integration pases new burdens on the networking in
an NCVE system, in particular for personal data exchange and transmisson of human-
spedfic data updates (postures, fada expressons). We ded with these problems in
sedion 3.5.

A particularly important function o Virtual Humans in NCVE systems is the
suppat for more natural means of communicaion through fadal expressons and
gestures. We analyze the requirements on these types of communicaion and ouline
possble solutions in sedion 3.6.

Sedion 3.7 analyzes the requirements for the optimal support of autonamous
virtual adorsin NCVEs.
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The fina sedion summarizes the main pants brough up in this chapter as basic

considerations for our work in thisthesis.
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3.1 Virtual Humans

The reseach damain that we cdl Virtual Humans is concerned with the smulation
of human beings on computers. It involves representation, movement and kehavior. The
range of applicaionsis huge: film and TV productions, ergonanic and wsability studies
in various industries (agospace automobhile, machinery, furniture dc.), production line
smulations for efficiency studies, clothing industry, games telecommunications (clones
for human representation), medicine, etc. These gplicaions have various neals. A
medicd applicaion might require an exad simulation d certain internal organs; film
indwstry requires highest esthetic standards, natural movements and fada expressons;
ergonanic studies require faithful body popations for a particular popuation segment

and redi stic locomotion with constraints; etc.

Shea complexity of the smulated subjed, i.e. the human body combined with the
multitude of applications and requirements, make Virtual Humans avast reseach damain

comprising numerous reseach topics.

* Anatomy and geometry, deding with creaion d human shape in 3D graphics,
with methods ranging from paoint-to-point digitizing from clay models [Blum79,
Smith83 through \arious oftware todls for geometry deformation and modeling
[Barr84, Sederberg86, Allan89 MagnenatThamann89 to laser 3D scanners.

» Hair andskin representation andrendering [Peace86, Watanabe89, L eblanc9(]

» Skdeton anmation, or animation d joint angles of the skeleton structure
[Badler79] defining the aticulated bodyand consisting d segments (representing
limbs) and joints (representing degrees of freedom). Main methods of skeleton
animation are parametric keyframe animation [LeeB9, Brotman88), dired and
inverse kinematics (posshly with constraints) [Badler85, Girard85 Girard87,
Forsey88], direa and inverse dynamics [Arnaldi89, Wilhelms37].

* Body surface animation and @formation, trying to smulate natural-looking
movement and deformation d visible body surfacewith resped to the movement
of the underlying skeleton structure [MagnenatThamann87, Chadwick89,
Komatsu88 Thamann9q.
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* Hand anmation and @formation [Badler82, MagnenatThamann88 Gourret89,
Moccozet97].

 Facial animation, playing an essntial role for human communicaion. Two main
strean fadal animation reseach exist: parametrized models [Parke82] and
muscle models [Waters87, Magnenat Thalmann89 Kalra93].

* Clothes smulation[Volino9g.

» Walking, i.e. generating retura-looking walking motion based on a given
trajedory and velocity [Calvert78, Zeltzer82, MagnenatThalmann85 Boulic95).

» Obstacle avoidarce, finding opimal trgedory for waking while asoiding
obstades [ Schroeder88, Breen89, Renault9Q].

» Grasping, i.e. prodwcing appropriate am and hand motion to read for and gab
an oljed [Korein82 Moccoze97].

» Behavioral animation, striving to gve more dharader and persondlity to the
animation, thus making it look more natural than medanics-based animations
[Cohen89, Reyndlds87, Noser96).
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3.2 Reasonsfor Virtual Humansin NCVE
The participant representation in a networked VE system has sveral functions.
* perception

* |ocdizaion

identification

visudlizaion o interest focus
* visudizaion d adions
e communicaion

Perception and localization are the very basic functions of participant
representation in NCVEs. They alow us to perceve the presence of others in the

environment and seewhere they are. Even a aude anbodment can fulfill t hese tasks.

Identification is an important function becaise we usually want to knov whoisin
front of us. Means of identificaion can range from simple ones, like displaying the first
letter of one’s name [Benford99 to complex body and face models resembling a

particular person.

Visualization d interest focus can be adieved by any embodment that somehow
represents the diredion d gaze- usualy this means a graphicd model that has eyes or

symbals representing eyes, so we can seein which dredionit islooking.

Visualization d actions requires the enbodment to have some end-eff edors that
perform adions. In alow-end implementation this might be asimple line reading to the
manipulated oljed, or it might be avirtual hand gasping the objed.

Comnunication inred lifeisin many ways tied to ou body - gestures and fadal
expressons (including lip movement that improves geed understanding) are natura
part of our dailly communicaion. If such communicaion isto be suppated in NCVEs,

the participant representation reedsto be fairly sophsticated.
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Althoughmany o these functions can be fulfill ed with very smple enbodments,
it is obvious that most can be fulfill ed better using more sophisticaed Virtual Humans,
and some functions can absolutely nat be fulfill ed withou them

Virtua Humans can fulfill these functions in an intuitive, natural way resembling
the way we adieve these tasks in red life. Even with limited sensor information, a
virtual human frame can be @nstructed in the virtual world, refleding the adivities of
the red user. Slater and Usoh [Slater94] indicate that such abody, even if crude, alrealy
increases the sense of presence that the participants fed. Therefore it is expeded that a
better and more redistic anbodment will have afurther positive dfed on the sense of

presence and mutual presence (for discusson on pesence seesubsedion 2.1.7)
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3.3 Architecure for Virtual Humansin NCVE

Introduwcing virtual humans in the distributed virtual environment is a complex task

combining several fields of expertise [Pandzic97]. The principa comporents are:

e virtual human ssmulation, invalving red time animation/deformation o bodes and

faces and some of the other chall enges outlined in sedion 3.1.

e virtual environment simulation, invalving Jsua data base management and

rendering techniques with red time optimizaions

» networking, involving communicaion d various types of data with varying
requirementsin terms of bitrate, error resili ence and latency

* interaction, invalving suppat of different devices and paradigms

« artificial intelligence (in case aitonamous virtual humans are invalved), invalving

dedsion making processes and autonamous behaviors

Eadch o the involved comporents represents in itself an areaof reseach and most
of them are very complex. When combining them together the interadion ketween
comporents and their impad on ead ather have to be mnsidered. For example, using
virtual humans sts new requirements on interadion which has to allow not only smple
interadion with the environment, but at the same time the visuaizaion d the adions
through the body and face representing the user; the necessty to communicae data
through the network forces more mmpad representation o face ad bodyanimation
data.

Considering the total complexity of the @ove mmporents, a divide-and-conguer
approadh is a logicd choice By splitting the complex task into modues, eat with a
predse function and with well defined interfaces between them, several advantages are
adieved:

* highflexibility
» eaer software management, espedally in atean work environment

* higher performance
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* leveraging the power of multiprocesor hardware or distributed

environments when avail able

Flexibility is particularly important, becaise of the multitude of emerging hardware
and software techndogies that can paentially be linked with NCVE systems (various
inpu devices and techniques, Al agorithms, red-time data sources driving multi-user
applications). This is espedaly interesting in a reseach environment where aNCVE
system can be used as a testbed for reseach in fields of Al, psychdogy, medicd
information systems etc. In general, agoodNCVE system must allow implementation o
different applications while transparently performing its basic tasks (networking, user
representation, interadion, rendering...) and letting the gplicaion pogrammer

concentrate on the gpli cation-spedfic problems.

From the software management point of view, a mondithic system of this
complexity would be extremely difficult to manage, in particular by a tean of

programmers.

By caefully assgning tasks to processes and synchronizing them intelli gently,
higher performance ca be adieved [Rohlf94].

Finally, a multi-process ystem will naturaly harnessthe power of multi-processor

hardware if it isavailable. It isalso passble to dstribute modues on severa hosts.

Once it is dedded to split the system into modues, rougHy correspondng to the
abowe listed comporents, it is necessary to define in detail the task of eadc modue and

the means of communication ketween them.
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3.4 Navigation with Virtual Humans

Basic navigation involves using some inpu device to control wak-through o fly-
throughmotion. In the context of NCVES, this nationis vastly extended, espedally when
they invalve human-like enbodments for the users [Pandzic97-1]. In such context,

navigationinvolves (at least) the following problems:
» waking a flying
* basic objea manipulation
* mapping d adions on embodments
* general input device suppat
* implementing constraints

Walking and flying represent navigation in its basic sense, alowing the user to

explore the environment from any pant of view.

Basic objed manipulation capabilities allow the user to pick up and dsplace
objeds in the scene. This may be extended by ohed behaviors that can make objeds
read in some other way to being pcked up

Mapping d adions onthe enbodment isimportant for two reasons. Firg, it allows
the locd user to see what he/she is doing, e.g. by seeng higher hand gab an ohed.
Sewnd, in a multi-user sesgon it allows users to intuitively understand what the others
are doing. Mapping d adions onthe enbodment involves generation d walking motion

while moving, aswell as generation d natural arm motion while manipulating oheds.

Genera device suppat means that it shodd be straightforward to conred any
device to the system. This implies general solutions that will acammmodate different
kinds of devices, e.g. incremental devices like SpaceBall vs. absolute devices like
magnetic tradkers, devices that generate events like abutton generating a"grab” event vs.
devices generating states like a data glove generating a "grab" state while the fist is
tightened.
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Constraints are an extremely important comporent of any navigation. They avoid
user getting lost, turning upside-down or coming into all sorts of impassble situations.

They alow to tail or the navigation paradigm in a predse manner. We divide them in two
groups:
* global motion constraints

* body pature @nstraints

The global motion constraints involve some global knowledge of the virtual world
(e.g. up dredion) and/or collision detedion. They determine if the user can walk or fly,
where it is posshle to gg what are the possble orientations. A typicd set of constraints
for walking might include an inclination constraint keeping the user upright, a verticd
collision constraint kegoing im/her on the floor (and at the same time making it easy to
climb/descend stairs or ramps) and a horizontal colli sion constraint keeping the user from

going throughthe walls.

Body pasture constraints keep the user's embodment in natural-looking pastures,
e.g. the head can't wander from its position onthe shouders, the am can read orly that

far.
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3.5 Networking for Virtual Humans

Virtua Humans put some alditional burdens on the networking strategy o a
NCVE system. First, there is a need for ead participant to provide hisher personal data
to al other participants in the sesson. Seand the movement/behavior of the user neals
to be transmitted throughthe network.

The transmisson d personal data typicdly happens when a new user joins the
NCVE sesgon. The personal data minimally includes sme kind d identity (e.g. name)
and appeaance data. The gpeaance information might be smply a doice between a
number of predefined appeaances provided by the system. However, it is desirable for a
user to be ale to fully customize hig’her appeaancein the virtual world: size and shape
of the body, face textures etc. Depending onthe way the system handes user adions,
personal data might include behavior information, e.g. definition of personalized gestures
or fada expressons. When the user joins aNCVE sesson, hig’her personal data needs to
be distributed to all users aready in the sesson, or at least to those that are airrently in
the vicinity of the newcomer. Obvioudly, the newcomer must receve the personal data

from other participants.

The transmisson d user movement and/or behavior happens all the time during the
sesson as the users move, gesture or emote through the fadal expressons. A system
using primitive user representation withou Virtua Humans needs to updite only user
pasitions. When Virtual Humans are used, body pasture and fadal expresson reed to be
updated.

One way of adiieving this is through implicit or explicit behaviors. Implicit
behavior means that the body patures are determined from the global motion, e.g. if the
user is ganding the global motion is interpreted as walking and appropriate walking
motion is generated; if the user is lying onthe ground global motion is interpreted as
crawling and crawling motion is generated [Pratt97]. In this drategy no additional data
has to be transmitted as the postures are generated locdly at ead ste. For explicit
behaviors, high level behavior datais transmitted (e.g. jump, wave, smile) and thisdatais
interpreted locdly to provide adions (i.e. jump istrandated into a jumping motion d the
body, smileinto appropriate fadal expresson).
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The use of implicit and explicit behaviors provides means to control the behavior
on a high level withou the nead to send alot of data throughthe network. However, this
approad ladks flexibility because it is constrained to the behaviors aready defined in the
system. To alow any kind d free movement and fadal expresson, body patures and

fadal expressons need to be transmitted throughthe network in a more general form.

For the body, the usual representation o posturesisin terms of joint angles, where
eath degree of freedom of the body is represented by an angle. Typicdly, Virtua
Humans are modeled with lessdegrees of freedom then the red human body

The fada expressons need to be transmitted in terms of basic fadal movements
(e.g. raise left eyebrow, sretch lips etc.), alowing the reproduction o any fada
expresson as a owmbination d the basic movements.
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3.6 Facial and gestural communication

In sedion 2.1.5 we have stresed the importance of fadal and gesturd
communicaion in NCVEs. Here we outline the technicd challenges invoved in

suppating them, concentrating more onfadal communication.

The problem of communication in a networked environment can be split in three
parts. data aquistion, transmisson and reproduction. To illustrate this on a smple
example, in atelephore cmnwersation the data aquisition is dorne by a microphore, audio
signal is transmitted throughthe network and reproduced by a loudspedker in the handset

on the other side.

For both fada and gestural communicaion in a NCVE system the reproductionis
dore by means of a Virtual Human model, where body and face ca interpret postures

gestures and fadal expressons.

The transmisson invalves expressng gestures and expressons in a form that can

be transmitted dgitally, aswe have dready discussed in sedion 3.5.

The hardest problem is in fad data aquisition: how does the user inpu gestures
and expressons? Idedly, this would be dore by performing them in the natural way
withou any constraints. The problem is how to cgpture the movement. The “obvious’
solution is to use one or more caneras to cgpture the user and analyze the video frames
to extrad the movement. However, this is quite a difficult computer vision task,
espedally for the tradking d body patures. The results can be grealy improved by wsing
colored markers on the bodyface However, this method can na be dassfied as non
intrusive. It is unredistic to exped the users to paint their faces in order to use aNCVE

system.

For the aquisition d gestures, it is quite common to use magnetic tradkers placed
on the body. They can tradk body motion in red time. However, current tradker models

are mnreded by wires and are wumbersome to pu on and wea.

A smple solution for data aquistion is letting the user choose from a set of
predefined gestures/postures/fadal expressons. This approach matches well with expli cit
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behavior transmisson as outlined in sedion 3.5, athoughthe movements can also be

generated locdly and transmitted.

When talking abou fadal and gestural communication in a networked setting, it is
difficult to avoid comparison with common video conferencing systems. Obvioudly, as
people can see eah aher, fada expressons and gestures are perceved naturaly.
However, video conferencing ladks the caabiliti es of the NCVE systems to smulate a
3D environment and allow users to interad with 3D objeds as well as with ead ather.
Also, if more than two users participate in avideo conferencing sesson, ead user seesa
number of windows on hig’her screen, eat window showing ore participant, making the
spatial relationship between participants confusing. On the other hand, video dces
provide a very good solution for aoquisition/transmisson/reproduwction o fada
expressons. Therefore, for the situations where alditional bandwidth required for video
can be dforded, it is worth considering a hybrid approach. The hybrid approach might
transmit the fadal expressons in form of video and integrate the video in the 3D
environment instead of showing it smply in a window. In this approach the video may
be placal in a logicd placein the virtual environment (i.e. on the faceof the Virtua
Human representation), keeping the spatial relationship between the users.
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3.7 Autonomous Virtual Humans

Introduwcing seaningly autonamous virtual beings into virtual environments to co-
habit and collaborate with us is a @ntinuows challenge and source of interest. Latest
proof of human excitement for virtual life is the aurrent world-wide aazefor eledronic
pets that must be fed and cared for lest they develop a bad charader or die. Even more
interesting is the incluson d autonamous adors in NCVEs. They provide ameding
placefor people from different geographicd locations and \irtual beings. In NCVES we
do ot see our corresponcents, only their graphica representations in the virtual world,
same & for the virtual ones - therefore the communicaion with virtual beings can come
naturaly. These mmputer-controlled, seemingly autonamous creaures would inhabit the
virtual worlds, make them more interesting, help users to find their way or perform a
particular task. For example, avirtual shopmight have an autonamous virtual shopkeeper
to help the austomer to find the neaded wares; complex virtual environments might have
guides to lead visitors and answer questions; in a game, an opporent or a referee might

be an autonamous virtual ador.

Simulation o Autonamous Behavior (AB) is a big reseach topic. There ae
different approaches and dfferent implementations. Examples include the work of
[Zeltzer82] on task level animation, [Reyndds87] on kehaviora group animation,
[Blumberg95 on autonamous creaures for interadive virtual environments, [Badler93]
and [MagnenatThamann931] on autonamous humanoids and [Noser96] on kehaviora
L-systems. Systems that implement such behaviors are typicdly rather complex. As
NCVE systems are dready very complex themselves, our approach to Autonamous
Behaviors in NCVEs is interfadng the two systems externally rather than trying to
integrate them completely in asingle, large system. Such an approad also fadlit ates the
development of various AB systems to be used with a single NCVE system, making it a
testbed for various algorithms.

This interfadng leads to akind d symbiosis between an NCVE system and an AB
system, where the AB system provides the brains and the NCVE system the body to
move aound be seen and ad upon oleds, but aso to see hea and et the externd

information to the brain (see illustration in Figure 18). In order to implement this
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strategy, the NCVE system must provide an external interfaceto which AB systems can
be hooked. This interface shoud be & smple & possble to alow easy conredion o
various autonamous behaviors. At the same time it shoud satisfy the basic requirements
for a succesful symbiosis of a NCVE system and an AB system: al ow the AB system to
control its embodment and ad uponthe environment, as well as gather information from

the environment uponwhich to ad.

4 ) 4 )

OPEN
INTERFACE

NETWORKED COLLABORATIVE
VIRTUAL ENVIRONMENT AUTONOMOUS BEHAVIOR

SYSTEM SYSTEM
g J g J

Figure 18: Symbiosis between the AB and NCVE systems

We study the functionaliti es that the NCVE system must provide to the AB system
through the open interface We have identified following important functiondliti es that
must be provided for a succesful symbioss:

*embodment

*locomotion

*Cgpadty to ad upon olpeds
«fealbadk from the environment
everbal communicaion

«fadal communicaion

e gestura communication

Embodment, or a graphicd representation, is a fundamental requirement to all ow
presence of the virtual ador in the environment. Though this can be avery smple
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graphicd representation (e.g. atextured cube), some of the more advanced functionaliti es

(e.g. fada and gestural communication) require amore human-like structure & suppart.

Locomotion is necessary for getting from one placeto ancther, and might involve
generation d walking motion a simple diding around Esentialy, the AB system must

be &leto control the position d the anbodment in the environment.

Capacity to act upon olpeds in the environment is important becaise it al ows the
AB system to interad with the environment. The interface shodd provide & least the
posshility to grab and move objeds.

Withou some feedback from the environment ouw virtual adors might be
autonamous, but blind and ded. It is esentia for them to be ale to gather information

from the environment abou objeds and aher users.

If the AB system isto simulate virtual humans, it is necessary for red humansto be
able to communicate with them through ow most common communicaion channel - the
verba communication. Because the audio signal might in most cases be meaninglessto
the AB system, ASCII text seans to be the most convenient way to interface verbal
communicaion to and from the AB system. This does nat exclude the posshility of a
speed reaogntion/synthesis interface on the human end, alowing ws to adualy talk to

the virtual adors.

Finally, it is desirable for a virtual ador to have the caadty of facial and gestural
commnunication and therefore the aility to have amore natural behavior by showing

emotions on the faceor passng messages through gestures.
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3.8 Concluding remarks

In this sdion we summarize the main pants brough up in this chapter, which are

also the main considerations for the development of our own NCVE system.

The reseach damain o Virtual Humans deds with smulation d humans on a
computer, invalving their graphicd representation, movement and behavior. Virtua
Humans are of grea importance for NCVE systems, providing the means for perception,
locdizaion and identification d users, aswell asvisualizaion d their interest focus and
adions. Ancother important function o Virtua Humans is to alow naturd

communicaion through gestures and fadal expressons.

However, the incluson d Virtua Humans in NCVE systems introduces twofold
complexities. the inherent complexity of the Virtual Human simulation and the alditional
complexity impased onthe other parts of the system by the inclusion o Virtua Humans.
A moduar system architedure with intelligent communicaion between modues is

recmmended in order to manage the total complexity of the system.

Navigation in the virtual environment is particularly influenced by the introduction
of Virtua Humans. The user’'s movements and interadions have to be mapped on the
motion d the user’s representation. At the same time, constraints on gobal motion, as

well as body movement have to be respeded.

New demands on networking emerge because of the neal to exchange persond
data (identity, appeaance, possbly behaviors) between the users participating in a
sesson, and transmit updates of users postures and fada expressons through the

network.

This is particularly important for fadal and gestural communicaion. For these
types of communicaion the most difficult problem is the aquistion d data
(expressons, gestures) for the user in a pradicd and preferably nonintrusive way.
Several posshilities exist using computer vision, magnetic traking, simple
keyboard/mouse input or some hybrid approach invalving ideo communicaion. These

approadhes have to be analyzed.
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Introdwction d Autonamous behaviors (AB) for Virtual Humans is a topic
deserving spedal attention. Existence of various grategies for AB simulation leads to a
symbiosis approach where the AB system ads as the brain and the NCVE system as the
body, with suitable interfaces al owing easy conredion d the AB system to the NCVE
system.
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4. Virtual Life Network

Based on the cnsiderations from the previous chapter we have developed a
flexible framework for the integration o virtual humans in the Networked Coll aborative
Virtual Environments. It is based on a moduar architedure that alows flexible
representation and control of the virtual humans, whether they are wntrolled by a
physicd user using al sorts of tradking and aher devices, or by an intelligent control
program turning them into autonamous adors. The moduarity of the system all ows for
fairly essy extensions and integration with new techniques making it interesting also as a

testbed for various domains from "classc” VR to psychadogica experiments.

In the gpproach we aopted when developing the Virtual Life Network (VLNET)
system [Capin97, Pandzic97, Pandzic97-2], sophisticated virtual humans are smulated,
including full anatomicdly based body articulation, skin deformations and fada
animation [Boulic95]. Managing multiple instances of such complex representations and
the involved data flow in the context of a Networked Collaborative Virtual Environment,
while maintaining versatile input and interadion ogions, requires caeful consideration
of the software achitedure to use. In view of the complexity of the task and versatility
we wanted to achieve, a highly moduar, multi processarchitedure was a logicd choice
Some of the modues are fixed as part of the system core, whil e the others are replacedle
external processes adlowing geaer flexibility in controlling the events in the

environment, in particular the movement and fadal expressons of the virtual humans.

VLNET is based ona dient/server network topdogy as described in sedion 4.1.
VLNET server takes care of the sesson management, message distribution and AOIM.
We describe the server in the following sedion 4.1. Sedion 4.2 deds with the VLNET
client. Most of the system functions - Virtual Humans management, visual data base
management, rendering, networking, navigation, objed manipulation - are mncentrated
in the dient. It provides interfaces for external applicaions or drivers that extend
VLNET functionality. In sedion 4.3 we eplain hov VLNET deds with navigation.

Finally, sedion 4.4 discusses how suppat for autonamous adorsis handled in VLNET.
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4.1 VLNET Server

A VLNET server ste omnsists of aHTTP server and a VLNET Conredion Server.
They can serve several worlds, which can be ather VLNET world description files or
VRML 1.0 files. VLNET world description file is a metafile containing panters to files
describing gaphicd objeds which can be in various formats (VRML, Inventor,
Alias’Wavefront, 3D Studio etc.). The VLNET file manages a scene hierarchy tree
consisting d these graphicd objeds. Behaviors, sounds, light emitting properties or links
to ather worlds can be atached to ohjeds.

For eat world, a World Server is gpawned as necessary, i.e. when a dient requests
a onredion to that particular world. The life of a World Server ends when al clients

are disconreded.
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Figure 19: Conredion d severa clientsto a VLNET server site

Figure 19 schematicdly depicts a VLNET server site with several conreded
clients. A VLNET sesson is initiated by a Client conneding to a particular world
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designated by a URL. The Client first fetches the world database from the HTTP server
using the URL. After that it extrads the host name from the URL and conreds to the
VLNET Conredion Server on the same host. The Conredion Server spawns the World
Server for the requested world if oneis nat arealy running and sends to the Client the
port addressof the World Server. Once the conredion is established, all communicaion
between the dients in a particular world passes through the World Server. The user
provides higher persona data by dstributing a URL from which all participants can
fetch the data.

In order to reducethe total network load, the World Server performs thefiltering o
messages (AOIM) by cheding the users viewing frusta in the virtual world and
distributing messages only onas-needed hesis.

During a sesson, the World Server keegps the world data up to date with any
changes happening in the world, so new users can get the upto date version d the world.
It can save the state of the world in afile & the end d the sesson, keguing the world

persistent in between sessons.
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4.2 VLNET Client

The design d the VLNET Client is highly moduar, with functionaliti es glit i nto a
number of processes. Figure 20 presents an owerview of the modues and their
conredions. VLNET has an open architedure, with a set of interfaces alowing a user
with some programming knavledge to accessthe system core and extend the system by
pluggng custom-made modues into the VLNET interfaces. In the next subsedions we
explain in some detall the VLNET Core with its various processes, as well as the

interfaces and the possbiliti es for system extension they offer.
421 VLNET Core

The VLNET coreisaset of processes, interconneded throughshared memory, that
perform basic VLNET functions. The Main Process performs higher level tasks, like
objed manipulation, navigation, body representation, while the other processes provide
services for networking (Communicaion Procesy, database loading and maintenance
(Database Procesg and rendering (Cull Processand Draw Process.

4.2.1.1 The Main Process

The Main Process consists of seven logicd entities, cdled engines, covering
different aspeds of VLNET. It also initializes the sesson and spawns all other interna
and external processes. Each engine is equipped with an interfacefor the wnredion o

external processs.
4.2.1.1.a) Objed Behavior Engine

The Objed Behavior Engine takes care of the predefined oljea behaviors, like
rotation a falling, and hes an interface @abling the external processes to control objed

behaviors.
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Figure 20: Virtua Life Network system overview
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4.2.1.1.b) Navigation andObjed Manipulation Engine

The Navigation and Objed Manipulation Engine takes care of the basic user inpu:
navigation, picking and dsplacanent of objeds. It provides basic mouse-based
navigation as well as an interfacethat all ows external processes to control navigation and
extend the system with suppat of different devices and/or navigation paradigms. We

discussnavigation in more detail in sedion 4.3.
4.2.1.1.c) Body Representation Engine

The Body Representation Engine is resporsible for the deformation d the body:. In
any gven body pature (defined by a set of joint angles) this engine will provide a
deformed bodyrealy to be rendered. The body representation is based onthe Humanoid
body model [Bouic95], adapted for red time operation [Thamann9q. This engine

provides the interfacefor changing the body pture.
4.2.1.1.d) Facial Representation Engine

The Fadal Representation Engine provides the synthetic faces with a posshbility to
change expressons or the fadal texture. The Fadal Expresson Interfaceis used for this
task. It can be used to animate the faceusing a set of parameters defining the fadal
expresson. These parameters are listed in Table 2. The fadal representationis a palygon
mesh model with Free Form Deformations smulating muscle adions [Kara92]. Ead
animation parameter is interpreted as a Free Form Deformation d a particular region o
the fadal polygon mesh. This level of representation d expressonganimation is very
general because the set of parameters is based on a study d muscle adions, and the
parameters are therefore sufficient to express any fada expresson. At the same time,
with 63 rameters the representation is compad which is important for communication

in anetworked environment.

For changing/animating the fadal texture, the Video Engine is used to receve and
decmpressthe texture images, and the Fadal Representation Engine maps the texture on

the face
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4.2.1.1.e) Video Engine

The Video Engine manages the streaning d dynamic textures to the objeds in the
environment and their corred mapping. Its interface provides the possbility to stream
video textures on any oljed(s) in the environment. The engine compresss the outgoing
video images and decompresses the incoming images, then maps the images on the
objeds in the environment. In the spedal case of mapping the texture on a face the
images are pased to the Fadal Representation Engine & explained in the previous

subsedion. SGI Compresson Library is used for compresson and deaompresson.
4.2.1.1.f) Tex Engine

The Text Engine does not make any visual changesin the Virtual Environment, but
just serves to passtext messages between the users, providing the text interface More
detail s about the text interface a@e provided in subsedion 4.2.2.1, and about different
usage of text in VLNET in sedion 4.4 onautonamous adorsin VLNET.

4.2.1.1.9) Information Engine

The Information Engine does not make aiy visual changes in the Virtual
Environment, but just serves to pass information abou the virtual environment to the
external applicaions through the information interface as described in detail in
subsedion4.2.2.1.

All the enginesin the VLNET core processare cuped to the main shared memory
and to the message queue. They use the data from the aulling processin arder to perform
the "computation culling’. This means that operations are performed orly for user
embodments and aher objeds when they are within the field of view, e.g. there is no
need to perform fadal expressons if the faceis not visible & the moment. Substantial

speadupisadiieved using thistechnique.
4.2.1.2 Cull and Draw Processes

Cull and Draw processes accessthe main shared memory and perform the functions
of culling and dawing as their names suggest. These processes are standard SGI

Performer [Rohlf94] processes.
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4.2.1.3 The Communicaion Process

The Communication Process handes al network conredions and communication
in VLNET. All other processes and engines are cnreded with it throughthe Message
Queue. They fill the queue with ougoing messages for the Communicaion Process to
send. The messages are sent to the server, distributed and receved by Communicaion
Processes of other clients. The Communicaion Process puts these incoming messages
into the Message Queue from where the other processes and engines can read them and
rea¢. All messages in VLNET use the standard message padket. The padket has a
standard header determining the sender and the message type, and the message body. The
message body content depends on the message type but is aways of the same size (80
bytes), satisfying all message typesin VLNET.

For certain types of messges (postions, body patures) a deal-redkoning
algorithm is implemented within the Communicaion Process [Capin97-1]. The dead-
reckoning technique is a way to deaease the anount of messages communicated among
the participants, and is used for simple non-articulated oljedsin popuar systems such as
DIS[IEEE3], NPINET [Macalonad].

To describe the deal-redkoning algorithm, similar to [Gossweil er94], we can gve
an example of spacedodight game with n dayers. Each payer is represented by, and
can control, a different ship. When a player X moves its own ship, it sends a message to
al n-1 payers, containing the new position. When al players move once atota of n*(n-
1) messages are communicated. To reduce the communicaion owrheal, the player X
sends the ship's position and velocity to ather participants. The other participants will use
the velocity information to extrapolate the next position d the participant X. This
extrapolation operation is named dead-recloning.

In this approad, ead perticipant also stores another copy d its own model, cdled
ghast model, to which it applies dead-redoning algorithm. If the diff erence between the
red position and this additional copy is greder than a predefined maximum, then player
X sends the red position and velocity to ather participants, so that they can corred their
copy d participant X's objed. Note that player X sends messages only if there is a big

diff erence between the red position and the extrapolated ore.
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The performance of the dead-red<oning algorithm is dependent on haw it corredly
predicts the next frames. Therefore, the daraderigtics of the smulation, and the
underlying ohea shoud be taken into acount for developing the dgorithm. The deal-
rekoning technique for nonarticulated rigid oljeds is draightforward. Message
transmisson acaurs if the Euclidean dstance between the objed and its ghost is greaer
than athreshald distance, or the 3D angle between the objed and its ghast is greder than
a threshold degree The extrapolation computation is aso straightforward: the ghost
objea is transformed (i.e. trandated and rotated) using the aurrent trandational and
rotational speed.

The video data from the Video Engine is a speda case and is handed using a

separate communication channdl. It is given lower priority than the other data.

By isolating the communicaions in this sparate process and by lkeegoing the
VLNET Server relatively smple, we leave the passhility to switch easily to a completely
diff erent network topdogy, e.g. multicasting instead of client/server.

4.2.1.4 The DataBase Process

The Data Base Processtakes care of the off-line fetching and loading d objeds and
user representations. By keeping these time @mnsuming operations in the separate process
nonblocking operation d the system is asaured.

4.2.2 TheApplication Layer

VLNET interfaces provide the smple and flexible means to accessand control all
the functiondlities of VLNET interna processs. Each engine in VLNET provides a
sample interface to its particular functions (for description d engines e subsedion
4.2.1.1), and it is posshle to conred one or more external processes to all neealed

interfaces depending onthe wanted functions.

The interfaces are implemented as $ared memory segments, ead with a smple
API (seesubsedion 4.2.2.2) alowing accessto al functions of the engine. A transparent
network conredion is automaticaly installed by VLNET if an externa processconreds
to VLNET interfaces from a remote host. This alows distributed computing within a
single VLNET client.
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The onfiguration d external processes and their conredion to interfaces is done
diredly inthe VLNET command line & explained in subsedion 4.2.2.3.

From the functional paint of view, two types of processes may be onreded to
VLNET: drivers and applicaions.

Drivers are small and simple processes that usually conred to oy ore interface
and fulfill awell defined and isolated function. Examples include navigation divers that
are used to suppat different navigation devices and paradigms, drivers generating
waking motion, etc. Many drivers are dready provided as accesries to VLNET and
these can be reaily used and combined with user-developed drivers and appli cations.

Applicaion pograms of any kind and complexity can be conreded to VLNET and
use it as a motor to gve them a 3D networked front-end. This makes development of

various edfic gplicaionsusing VLNET straightforward.
4.2.2.1 Interfacetypes

The Facial Expresson Interfaceis used to control expressons of the user's face
The expressons are defined using the Minimal Perceptible Actions (MPAS) [Kalra93].
The MPAs provide a omplete set of basic fadal adions, and using them it is possble to
define any fadal expresson. Thelist of MPAsis provided in Table 2.

The API of the Fadal Expresson Interface # ows to set the MPAs and adivate the

expresson.
Direction of
MPA name M PA description Bi-directional / movement for
Unidirectional positive intensities*
"move_h_|_eyeball" Horizontal movement of the left eyeball B |Right
"move_h_r_eyeball" Horizontal movement of the right eyeball B |Right
"move_h_eyeball s’ Horizontal movement of both eyeball s B |Right
"move_v_|_eyeball" Verticd movement of the left eyeball B | Downward
"move_v_r_eyeball" Verticd movement of the right eyeball B | Downward
"move_v_eyeballs' Verticd movement of both eyeballs B | Downward
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"close_upper_|_eyelid" | Verticd movement of the upper left eyelid B | Downward
"close_upper_r_eyelid" | Verticd movement of the upper right eyelid B | Downward
"close_upper_eyelids' | Verticd movement of both upper eyelids B | Downward
"close_lower | _eyelid" | Verticd movement of the lower left eyelid B | Upward
"close_lower r_eyelid" | Verticd movement of the lower right eyelid B | Upward
"close_lower_eyelids' | Verticd movement of both lower eyelids B | Upward
"raise_|_eyebrow" Verticd movement of the left eyebrow B | Upward
"raise_r_eyebrow" Verticd movement of the right eyebrow B | Upward
"raise_eyebrows' Verticd movement of both eyebrows B | Upward
"raise | _eyebrow |" Verticd movement of |eft part of left eyebrow | B | Upward
"raise_r_eyebrow |" Verticd movement of |eft part of right eyebrow | B | Upward
"raise_eyebrows [" Verticd movement of |eft part of both eyebrows | B | Upward
"raise | _eyebrow_m" Verticd movement of middle part of |eft B | Upward
eyebrow
"raise_r_eyebrow_m" Vert. movement of middle part of right eyebrow | B | Upward
"raise_eyebrows m" Vert. movement of middle part of both eyebrows | B | Upward
"raise_|_eyebrow_r" Verticd movement of right part of left eyebrow | B | Upward
"raise_r_eyebrow_r" Verticd movement of right part of right eyebrow | B | Upward
"raise_eyebrows r" Verticd movement of right part of both B | Upward
eyebrows
"squeezel eyebrow" Horizontal movement of the left eyebrow U | Toward face ceter
"squeezer_eyebrow" Horizontal movement of the right eyebrow U |Left
"squeeze eyebrows' Horizontal movement of bath eyebrows U |Right
"move_o_|_eyeball" Outside/inside movement of the left eyeball B | Forward
"move_o_r_eyeball" Outside/inside movement of the right eyeball B | Forward
"move_o_eyeballs' Outside/inside movement of both eyeball s B | Forward
"open_jaw" Verticd movement of the jaw U | Downward
"move_hai_jaw" Horizontal movement of the jaw B | Right
"depress chin” Upward and compressng movement of the chin | U | Upward

(like in sadnesy
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"raise_|_cornerlip" Verticd movement of the left corner of thelips |U | Upward
"raise_r_cornerlip" Verticd movement the right corner of the li ps U | Upward
"raise_cornerlips' Verticd movement the crners of the lips U | Upward
"puff | cheek" Puffing movement of the left cheek B | Left
"puff_r_cheek" Puffing movement of the right cheek B | Right
"puff_cheeks" Puffing movement of bath cheeks B | Towardsface €lges
"lift_|_cheek" Lifting movement of the left cheek U [Upward
"lift_r_cheek" Lifting movement of the right cheek U | Upward
"lift_cheeks" Lifting movement of bath cheeks U | Upward
"lower_|_cornerlip" Verticd movement of the left corner of thelips |U | Downward
"lower_r_cornerlip" Verticd movement of the right corner of thelips | U | Downward
"lower_cornerli ps' Verticd movement of the corners of the lips U | Downward
"raise_upperlip” Verticd movement of the upper lip U | Upward
"lower_lowerlip" Verticd movement of the lower lip U | Downward
"raise_u_midlip" Verticd movement of midde part of theupper | U | Upward
lip
"raise_|_midlip" Verticd movement of midde part of thelower | U | Upward
lip
"raise_midlips’ Verticd movement of the midde part of thelips | U | Upward
"pul_midlips" Protruding movement of the mouth (like when U | Forward
prodwcing "ou" sound
"stretch_cornerlips' Stretch the corners of the lips U | Toward face elges
"gtretch_|_cornerlip” Stretch the left corner of the lips U |Left
"gtretch_r_cornerlip” Stretch the right corner of the lips U |Right
"suck_lips' Inward movement of the lips (like when U | Badkward
prodicing the "m" sound
"squeeze cornerlips' Squeezethe wrners of the lips U | Toward face ceter
"squeezel cornerlip” | Squeezethe left corner of the lips U |Right
"squeezer_cornerlip® | Squeezethe right corner of the lips U |Left
"gtretch_ncse" Stretch/squeezemovement of the nose B | Toward face elges
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"raise_ncse" Verticd movement of the nose U | Upward
"turn_head" Turning movement of the head B | Right
"nod_tead" Noddng movement of the head B | Down
"roll _head" Rolli ng movement of the head B | Clockwise

*Thediredions are exressed with resped to the gaze diredion d the face

Table 2: Minimal Perceptible Actions

The Body Posture Interface controls the motion d the user's body. The postures
are defined using a set of joint angles correspondng to 72 degrees of freedom of the
skeleton model used in VLNET. An obvious example of using this interfaceis direa
motion control using magnetic tradkers [Molet96]. A more mwmplex body pature driver
is conreded to the interfaceto control body motion in a general case when tradkers are
not used. This driver conreds aso to the Navigation Interface ad uses the navigation
trajedory to generate the walking motion and arm motion. It al'so impases constraints on
navigation, e.g. nat alowing the hand to move further than arm length o take an
unretural posture.

The API for the Body Posture Interface # ows to set the joint angles of the body
and adivate the deformation d the bodyinto the given pcsture.

The Navigation Interfaceis used for navigation, hand movement, head movement,
basic objed manipulation and besic system control. The basic manipulation includes
picking oljeds up, carying them and letting them go, as well as groupng and
ungrouping d objeds. The system control provides accessto some system functions that
are usualy accessd by keystrokes, e.g. changing dawing modes, togding texturing,
displaying dtatistics. Typicd examples of using this interface ae a SpaceBall driver,
tradker+glove driver, extended mouse driver (with GUI console). There is aso an
experimental fada navigation diver letting the user navigate using higher heal
movements and fada expressons tracked by a canera [Pandzic94]. If no ravigation
driver is conreded to the navigation interface internal mouse navigation is adivated

within the Navigation Engine.
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The API for the Navigation Interface #iows to change the global postion,
viewpoint and hand paition matrices, as well as to request picking upletting go &
objeds and to adivate keystroke-commands. Navigationin VLNET is explained in more
detail in sedion 4.3.

The Objed Behavior Interface is used for controlling the behavior of objeds.
Currently it islimited to controlling motion and scding. Examples include the aontrol of
a ball in a tennis game and the control of graphica representation d stock valuesin a

virtual stock exchange.

The API for the Objed Behavior Interface dows to set and get transformation

matrices of objedsin the environment.

The Video Interface is used to stream video texture (but possbly aso static
textures) onto any oljed in the environment. Alpha dhannel can be used for blending and
adhieving effeds of mixing red and \rtual objedas/persons. This interface ca also be
used to stream fadal video onthe user's face representation for fadal communicaion
[Pandzic96-1]. Thiswill be presented in more detail i n chapter 5.

The API for the Video Interface # owsto set imagesto be mapped onany oljed in
the environment. The images are pased as smple RGB-format pictures in shared
memory and the objed to map the image on is designated by an oljea ID. Changing
images in time produces video eff ed.

The Text Interface is used to send and recave text messages to and from other
users. An inqury can be made through the text interfaceto ched if there ae any
messages, and the messages can be real. The interfacegives the ID of the sender for ead
recaved message. A message sent throughthe text interfaceis passed to all other usersin
aVLNET sesson.

The API for the text interface d ows to set a message to be sent, ched if there ae

any incoming messages, read them and find ou who is the sender.

The Information Interfaceis used by externa applicaions to gather information
abou the environment from VLNET. Becaise of its particular importance for

implementation d autonamous adors and aher complex external applicaions we will
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present this interfacein somewhat more detail. It provides high-level information while
isolating the external application from the VLNET implementation cetails. It offers two
ways of obtaining information, namely the request-and-reply mecdhanism and the event

mecdhanism.

In the request-and-reply mechanism, a request is described and submitted to the
VLNET system. Then, the request will be processed by the information interface agine
inthe VLNET system and areply will be generated.

In the event mechanism, an event registration is described and submitted to the
VLNET system. The event registration will be processed by the information interface
engine and ke stored in an event register. At ead rendering frame, the VLNET system
will processthe erent register and generate events acordingly. These event registrations
will remain registered and ke processed in ead rendering frame until aremoval from the

event register is requested.

Figure 21 illustrates the information flow between the program controlli ng the

autonamous adors andthe VLNET system.

There ae two message queues linking the program and the VLNET system. One
message queue is used to submit requests, event registrations and event removals to the
VLNET system. The other message queue is used to oltain replies and events from the
VLNET system.

Within the VLNET system, the information engine is resporsible for processng the
requests, event registrations and event removals. The event registrations and event
removals are sent to the event register, so that the event register can be updaited
acordingy. After processng the requests by the information interface @gine, replies
and events are generated and gdacel in the outgoing message queue from the VLNET
system.
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Figure 21 Data flow throughthe Information Interface

Following information can be requested from VLNET through the Information

InterfaceAPI:

* Description (name) of an oljed in the virtual world, given the objed 1D

*List of objeds (objed IDs and correspondng descriptions) whaose description

contains the given keywords

e List of users (user IDs and correspondng descriptions) whase description contains

the given keywords

* Transformation matrix of an oljed in world coordinates, given the objea 1D
* Transformation matrix of auser in world coordinates, given the user ID

* Number of objedsin the virtual world that are picked up bya user, given the user

ID

* Number of usersin the virtua world

* Colli sions between users/objeds

4.2.2.2 APIsfor externa processes

For ead type of interfacethere is an API that lets the externa processconred to
VLNET. These APIs are very simple. All of them include function cdls to open and
close the shared memory interface to updite the data (e.g. a position matrix for the
navigation diver, afadal expresson parameter set for the facedriver) and to adivate the
data, i.e. to gve the signal to VLNET that the data is updated and adion reeded. Only
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the Information Interface API is a little more wmplex, as explained in the previous

subsedion, due to the need for amore general data exchange.

Here is an example of a valid fadal expresson diver that conreds to the Fada

Expresson Interface ad rhythmicaly opens and closes the mouth.

#include "vlnet_face.h"
void main (int argc, char *argv([])
{
float exp[MAX_MPAS];
int shmKey = atoi(argv[2]) /* Get the shared memory key
from the arguments */

vrf_init (shmKey) ; /* Connect to the interface */
while (1)

{
if (exp [MPA_OPEN_JAW] >= 1.0) /* Control the
exp [MPA_OPEN_JAW] = 0.0; mouth opening */
else
exp [MPA_OPEN_JAW] += 0.05;
vrf_set_expression(exp); /* Set the expression */

vrf_active(); /* Activate */

}
4.2.2.3 Configuring the goplicaion layer

A smple, yet complete command line @nwvention allows to spedfy any
configuration d drivers and applications running onlocd or remote hosts. The externd
process to be spawned is defined by gving the name of the exeautable, and the
interfacds) to which it shoud be mnreded, indicaed by the option letter: F for face B
for body, N for navigation and O for objed behaviors, V for video, T for text, | for
information interface The external process can be spawned on a remote host by
spedfying the exeautable in the form executablelhost. Here ae some command

line examples:

vlinet ... -F faced -N spaceballd : spawnsthe faced driver for the

face ontrol and "spacedalld” driver for navigation

vlinet ... -F faced@some.host : spawns the faced driver a host

some.host and conreds it to the fadal expressoninterface
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vlinet ... -NFB my_app : Spawnsthemy_app application and connectsit to

the face, body and navigation engines to control the complete body behavior

When spawning an external process, VLNET creates the shared memory
interface(s) and passes the shared memory key(s) to the process. The process will receive
as arguments the shared memory key for each engine interface it has to connect to. So,
the "faced" driver in the first example would receive the arguments -F <shmkey>, -F
meaning it has to connect to the facial expression interface and <shmkey> being the
shared memory key to use for that connection. The my_app application in the last
example has to connect to three interfaces so its arguments would be -N <shmkey1>

-F <shmkey2> -B <shmkey3>.

In the second example a driver is spawned on a remote host. In this case the
network interface processes are spawned on the local host and on the remote host. These
processes are transparent to VLNET and to the driver. VLNET connects to the network
interface process as it would to the driver, and the driver connects to the network
interface process as it would connect to VLNET. The two network interfaces processes
transfer the data between the two hosts.

It is possible to spawn an externa process manually by specifying "man" in the
command line instead of the driver name. In this case VLNET will create the interface
for the driver and ask the user to start the driver manually, specifying the interface and
shared memory key that should be passed to the driver.
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4.3 Navigation in VLNET

In this section we describe in more detail how navigation works in VLNET, based

on the requirements on navigation outlined in section 3.4. We isolate from the big picture
of the VLNET client (Figure 20) the parts of VLNET involved in navigation in order to
analyze the solutions offered in VLNET to the problems posed in the section 3.4. Figure

22 shows the modules involved with navigation, indicating their functions and the logical

data flow between them.
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Figure 22: VLNET modules involved in navigation and corresponding data flow

It can be observed how the problems involved with navigation are split between

modules of VLNET. The device support is handled by the Navigation Driver. The Body

Posture Driver handles the mapping of actions on the embodiment and the body posture

congtraints. The basic navigation and object manipulation, as well as global motion

congtraints, are handled by the Navigation and Object Manipulation Engine.
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This gedalizaion d moduesresultsin higher flexibility and efficiency.
4.3.1 Thenavigation data

The datainvaved in navigation includes the foll owing:

* the body matrix

* the hand matrix

* the head matrix

* pick information

The body matrix determines the global position d the user's body aigin in world
coordinates. The hand matrix is relative to the body aigin and defines the position d the
end effedor used for grabbing oheds, usualy the hand. The head matrix is also defined
with resped to the body aigin and determines the position and aientation o the user's
head, i.e. the user's view into the world. The pick information contains the pick and
unpick flags used to control the grabbing d objeds.

4.3.2 Therolesof modules

The basic role of the Navigation Driver isto suppat a particular input device and
navigation paradigm. New inpu devices/paradigms can be alded by programming rew
drivers - asmple interfaceAPI is provided for that purpose.

The general function o the Body Posture Driver in VLNET is to determine the
body p@tures and passthem to the Body Representation Engine in order to pu the body
in the corred posture. The body patures are generated by walking and arm motors,
generating appropriate motions [Boulic90, Pandzic96]. In the mntext of navigation, the
function d this driver is to implement body pature cnstraints. It can be replacel by a
user designed driver but within this thesis we will base the discusson onthe standard
driver provided in VLNET.

The Navigation and Objed Manipulation Engine is the part of VLNET Core
resporsible for updating the view based on the incoming data, and for implementing
basic objea manipulation. It also implements the global motion constraints.

75



Facial Communication in Networked Virtual Environments

4.3.3 Thedataflow

The Navigation Driver reads from the inpu device and sets the matrices and @ck
information acwrdingly. In case of an incremental device it uses the feedbadk of
constraint-correded matrices from the previous frame in order to prevent acawmulation
of error (at the beginning d a sesson the initial matrices are set by the Navigation
Engine).

The Navigation Engine implements the global motion constraints using world
global orientation and colli sion detedion and correds the body matrix to keep the body

in corred upright orientation and keep it from colli ding with olstades.

Based onthe correded goba motion expressed by the wrreded body matrix, as
well as hand and head pasitions, the Body Posture Driver generates the body pature
refleding the walking motion and arm movement. The resulting pcsture is proceeaded in
terms of joints to the Body Representation Engine for body dsformation. At the same
time, the resulting pasture determines the @nstraints on the head and hand matrices
based on which the new, correded matrices are generated passed to the Navigation

Engine.

The Navigation Engine updates the view matrix used by the rendering ppeline
based on the body and head matrices. If objed grabbing is requested by the pick
information, it triesto grab an ojed in the vicinity of the user's hand and then moves the
objed acardingly.
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4.4 AutonomousActorsin VLNET

In this subsection we show how all requirements for Autonomous Behaviors (AB)
analyzed in section 3.7 are satisfied in VLNET.

VLNET provides embodiment through the use of articulated, deformable body
representations with articulated faces [Boulic95, Capin95, Capin97, Pandzic97]. This
highly realistic embodiment is also a good support for more advanced features like facial
and gestural communication.

The VLNET interfaces explained in the section 4.2.2 are the simple connection
between VLNET and an AB system.

Locomotion capacity is provided through the navigation interface allowing the AB
system to move its embodiment through passing of smple matrices. The same interface,
through its possibility of picking up and displacing objects, provides the capacity to act
upon objects. This capacity is further extended by the object behavior interface which

allows to access any object in the environment or many objects simultaneoudly.

The information interface provides the AB system with the feedback from the
environment with the possibility to request various types of data about the users and

objectsin the environment.

Facial communication is provided by the facia expression interface which allows

the AB system to set any expression on the face of its embodiment.

Gestural communication is possible through the body posture interface, allowing

the AB system to change postures of its embodiment and thus perform gestures.

Verbal communication is supported by the text interface. It alows the AB system
to get text messages from other users and send text to them. On the other hand, it allows
easy connection of speech recognition/synthesis module providing the human user with
the possibility to speak with the virtual actor.
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4.5 VLNET Performance and Networking results

Considering the graphical and computational complexity of the human
representations used in VLNET, we are currently not aiming for a system scaleable to
large number of users, but rather trying to obtain a high quality experience for a small
number of users. The graphs of performance and network traffic (Figure 24 and Figure
25) show that the system is indeed not scaleable to any larger number of participants.
Nevertheless, the results are reasonable for a small number of users and, more
importantly, their analysis permits to gain insight to the steps needed to insure a better
scaleability.

451 Experiment design

In order to conveniently ssmulate a growing number of users we have designed
simple drivers to generate some reasonable motion and facial expressions. The navigation
driver we used generates a random motion within a room, and the facial expressions
driver generates a facial animation sequence repeatedly. By launching several clients on
different hosts using these drivers we can easily smulate a session with a number of

persons walking in the room and emoting using their faces.

Although we looked for a way to simulate something close to a real multi-user
session in a controlled way, there is a difference in the fact that smulated users move
their bodies and faces al the time. In area session, the real users would probably make
pauses and thus generate less activity. Therefore we expect somewhat better resultsin a
real session then the ones shown here, athough for practical reasons we did not make
such tests with real users.

In order to evaluate the overhead induced by the use of high level body
representation in the NCVE, we have undertaken three series of measurements: with full
body representation, simplified body representation and without a body representation.
The full body representation involves complex graphical representation (approx. 10 000
polygons) and deformation algorithms. The smplified body representation consists of a
body with reduced graphical complexity (approx. 1500 polygons), with facid
deformations and with a ssimplified body animation based on displacement of rigid body

elements (no deformation). The tests without the body representation were made for the
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sake of comparison. To mark the positions of users we used simple geometric shapes. No
fada or body animation is invoved. Figure 23 shows me snapshots from the

measurement sessons.

The network traffic (Figure 25) was measured on the server. We have measured

incoming and ougoing traffic in kil obits per second

For the performance measures (Figure 24), we @nreded ore standard, user
controlled client to be &le to control the paint of view. The rest of the dients were user
smulations as described above. Performance is measured in number of frames per
seond Since it varies depending onthe point of view because of the adlling (both
rendering and computation is culled), we nealed to insure consistent results. We have
chosen to take measurements with a view where dl the user embodments are within the
field of view, which represents the highest strain and the minimal performance for a
given nunber of users in the scene. The performance was measured on a Silicon
Graphics Indigo Maximum Impaa workstation with 200 MHz R4400 pocessor and
128V RAM.

4.5.2 Analysisof performanceresults

Figure 24 shows the variation d performance with resped to the number of users
in the smulation with dfferent complexities of body representation as explained in the
previous sibsedion. It isimportant to ndicethat thisisthe minimal performance, i.e. the
one measured at the moment when all the users embodments are adually within the
field of view. Rendering and computation culling boat the performance when the user is
not looking at al the other embodments becaise they are nat rendered, and the
deformation cdculations are not performed for them. The enbodments that are out of
the field of view do nd deaease performance significantly, which means that the graph
in Figure 24 can be dso interpreted as the peak performance when looking at N users,
regardless of the total number of users in the scene. This makes the system much more
usable than the initial ook at the graphs might suggest.
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Figure 23: Snapshots from performance and network measurements: a) full bodies; b)

simplified bodies; ¢) no body representation
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We have also measured the percentage of time spent on two main tasks: rendering
and application-specific computation. With any number of users, the rendering takes
around 65 % of the time, and the rest is spent on the application-specific computation,
i.e. mostly the deformation of faces and bodies. For the case of simplified body
representation, the percentage is 58 %. On machines with less powerful graphics

hardware, an even greater percentage of the total time is dedicated to rendering.

—m—Fullbody
—<—No body
—a&—Simple body

Frames/sec

T T T T T T T 1
1 2 3 4 5 6 7 8 9
Number of users

Figure 24: Minimal performance with respect to the number of usersin the session

The results show that the use of complex body representation induces a
considerable overhead on the rendering side and somewhat less on the computation side.
The fact that the performance can be boosted significantly by simply changing the body
representation proves that the system framework does not induce an overhead in itself.
The system is scaleable in the sense that for a particular hardware and requirements a
setup can be found to produce satisfying performance by varying the complexity of the
used body and face representation. Most importantly, this proves that the system should
lend itself to the implementation of extended Level of Detail [Rohlf94] techniques
managing automatically the balance between performance and quality of the human

representation.
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4.5.3 Analysisof the network results

Figure 25 shows the bit rates measured on the VLNET server during a session with
varying number of ssimulated users walking within a room as described in the subsection
on experiment design. We have measured separately the incoming and outgoing traffic,
then calculated the total.

2500 - -

2000
—0—1In
o 1500 —o—Out
o —o—Total
% —1— Projected
¥ 1000 ——No body
—a—Total DR

500

Number of users

Figure 25: Network traffic measurements with respect to the number of usersin the

session

Obvioudy, the incoming traffic grows linearly with the number of users, each user
generating the same bitrate. It can be remarked that the bitrate generated per user is
roughly 30 Kbit/sec covering the transmission of body positions, body postures and facial

eXpressions.

It is worthwhile remarking that the In traffic curve measured at the server
corresponds also to the maximal incoming traffic on a client. The client will receive the
incoming bitstream corresponding to the graph in the stuations where al the
embodiments of other users are in the viewing frustum of the local user, i.e. in the worst
case. Otherwise, when looking at N users the incoming traffic will correspond to N users

at the graph. Thisis similar to the situation with performance measurements.
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The outgoing traffic represents the distribution of the data to al the clients that
need it. The Total traffic is the sum of incoming and outgoing traffic. The Projected
traffic curve represents the traffic calculated mathematicaly for the case of total
distribution (all to al). The AOIM technique at the server (see subsection 4.1) insures
that the messages are distributed only on as-needed basis and keeps the Tota curve well
below the Projected curve. Further reduction is achieved using the dead-reckoning
technique [Capin 97-1], asillustrated by the curve labeled "Total DR".

Network traffic is the same when using full and ssimplified body representations,
because same messages are transferred. In the case when no body representation is used,
less network traffic is generated because there is no need to send messages about body
postures and facial expressions. A user without a body representation sends only position
updates, generating approximately 8 Kbit/sec. The total traffic curve without a body
representation is shown in Figure 25 with label "No body".

The results show that a considerable overhead is introduced by sending face and
body data. However, a great potential for improvement must be noticed, because the face
and body animation parameters are sent in their raw form, i.e. without and
coding/compression. The results shown within the MPEG-4 Ad Hoc Group on Face and
Body Animation, where we are actively participating, show that full facial animation can
be transmitted at approximately 2 Kbit/sec by using a relatively ssimple arithmetic coding
algorithm. More information on MPEG-4 is given in chapter 6.
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4.6 Concluding remarks

Virtual Life Network (VLNET) isan NCVE system based onclient/server network
topdogy and wing multiple server space structuring strategy. The main fedure
distingushing VLNET from other systems is its suppat for Virtual Humans with
deformable, articulated bodes and faces. Another distingushing feaure is the system’s
open, moduar architedure which permits to extend system functionality by adding
modues on the gplicaion layer, or even to conned whole gplications to VLNET,
using the VLNET system as a graphicd, networked front end for the gplicaion.
Particular care has been taken to provide powerful suppat for the integration of
autonamous adorsin NCVE.

The performance and retwork measurements quantify the overhead induced onthe
CPU and the network by the introduction d complex virtual humans. They show that the
overheal is considerable, but at the same time they show the patential of the system
towards better scdeaility using Levels of Detail technique for embodments and

compresson techniques for data exchange.

VLNET isaresult of ajoint reseach effort including severa diredly or indiredly
involved persons at MIRALab, University of Geneva and LIG, EPH-. While the genera
system architedure is a result of a long term collaboration between Igor Pandzic a
MIRALab and Tolga Capin at LIG, it is possbleto dstingush the personal contributions
to particular parts of the system as shown in Figure 20. Thus, the Body Representation
engine with its interface as well as the biggest part of the Database process dead-
reckoning algorithm and part of the global constraints in the Navigation Engine were
developed by Tolga Capin at LIG. Information and Objed Behavior engines, as well as
the global congtraints in the Navigation Engine were developed by Elwin Lee &
MIRALab. Cull and Draw processes are standard part of the IRIS Rerformer library.
Text, Video, Navigation and FaceRepresentation engines with their respedive interfaces,
Communicaion process with the Message Queue, as well as the VLNET Server, were
predominantly developed by Igor Pandzic s part of this thesis. The developments were
not dore in an isolated way, therefore the aithors made relatively minor updetes on all
parts the system as needed.
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Next chapter shows how we have used VLNET's open architedure to suppat
several methods of fadal communicaion in NCVE by conreding spedalized driversin
the VLNET Applicaion Layer.
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5. Facial Communication in VLNET

Fada expressons play an important role in human communicaion. They can
express the speaker's emotions and subtly change the meaning d what was said. At the
same time, lip movement is an important aid to the understanding d speed, espedally if

the audio condtions are nat perfed or in the cae of heaing-impaired li stener.

We discuss four methods of integrating fadal expressons in a Networked
Collaborative Virtua Environment: video-texturing d the face model-based coding o
fada expressons, lip movement synthesis from speed and predefined expressons or
animations. The methods vary in computational and bandwidth requirements, quality of
the reproduced fadal expressons and means of data aquistion. Therefore they are
suitable for different situations/appli cations. We discuss merits, drawbadks and pdential
application d ead method
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5.1 Video-texturing of the face

In this approach the video sequence of the user's faceis continuowsly texture
mapped onthe faceof the virtual human. The user must be in front of the canera, in
such a position that the canera catures higher head and shouders. A simple and fast
image analysis algorithm is used to find the boundng box d the user's facewithin the
image. The dgorithm requires that head & shouder view is provided and that the
badkground is gatic (though no necessarily uniform). Thus the dgorithm primarily
consists of comparing ead image with the original image of the badground Since the
badgroundis gatic, any change in the image is caused by the presence of the user, so it

isfairly easy to deted higher position. This allows the user a reasonably free movement

in front of the canerawithou the fadal image being lost.

Figure 26 Texture mapping d the face

The VLNET Video Interfaceis used to passtextures to VLNET, and the Video
Engines (seesubsedion 4.2.1.1) of al VLNET clients in the sesson recave the texture
and map it on the faceof the user’'s embodment. The texture mapping is ill ustrated in
Figure 26 which shows the facemodel withou the texture, the image used as texture and
the final texture-mapped result. We use asimple frontal projedion for texture mapping.
A simplified head model with attenuated feaures is used. This allows for less predse
texture mapping: if the head model with all the fadal feauresis used, any misalignment
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of the topological features in the 3D model and the features in the texture produces quite
unnatural artifacts.

Figure 27: Video texturing of the face -examples

Figure 27 illustrates the video texturing of the face, showing the original images of

the user and the corresponding images of the Virtual Human representation.
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The video texturing method achieves high quality of reproduced facial expressions.
The bandwidth requirements are relatively high, though till lower then for classical
video conferencing systems because of the small size of the used image. The
computational complexity is increased because of the compression/decompression
algorithms. It is interesting to notice that this method allows tradeoffs between
bandwidth and CPU resources by changing the parameters of the compression algorithm.
Potential application is the extension of video conferencing to 3D virtual spaces with the
additional capability of collaborative work on 3D objects.
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5.2 Model-based coding of facial expressions

Instead of transmitting whole facial images as in the previous approach, in this
approach the images are analyzed and a set of parameters describing the facial expression
is extracted [Pandzic94]. As in the previous approach, the user has to be in front of the

camerathat digitizes the video images of head-and-shoulders type.

Recognition of facial expressions is a very complex and interesting subject. There
have been numerous research efforts in this area. Mase and Pentland [Mase90] apply
optical flow and principal direction analysis for lip reading. Terzopoulos and Waters
[Terzopoulos9l] reported on techniques using deformable curves for estimating face
muscle contraction parameters from video sequences. Waters and Terzopoulos
[Waters91] modeled and animated faces using scanned data obtained from a radial laser
scanner and used muscle contraction parameters estimated from video sequences. Sgji et
al. [Sqi92] introduced a new method called "Lighting Switch Photometry” to extract 3D
shapes from the moving face. Kato et al. [Kato92] use isodensity maps for the description
and the synthesis of facial expressions. Most of these techniques do not perform the
information extraction in rea time. There have been some implementations of the facial
expression recognition using colored markers painted on the face and/or lipstick
[MagnoCaldognetto89, Patterson9l, Kishino94]. However, the use of markers is not
practical and the methods are needed to perform recognition without them. In another
approach Azarbayejani et al. [Azarbayejani93] use extended Kalman filter formulation to
recover motion parameters of an object. However, the motion parameters include only
head position and orientation. Li et al. [Li93] use the Candid model for 3D motion
estimation for model based image coding. The size of the geometric model is limited to

only 100 triangles which is rather low for characterizing the shape of a particular model.

Magnenat-Thalmann et a. [MagnenatThalmann93] propose areal time recognition
method based on "snakes' as introduced by Terzopoulos and Waters [ Terzopoul0s91].
The main drawback of this approach, is that the method relies on the information from
the previous frame in order to extract the next one. This can lead to the accumulation of

error and the "snake" may completely loose the contour it is supposed to follow. To
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improve the robustness we alopt a different approach, where eab frame can be

procesed independently from the previous one.

Accurate recogntion and analysis of fadal expressons from video sequence
requires detailed measurements of fadal feaures. Currently, it is computationally
expensive to perform these measurements predsely. As our primary concern has been to
extrad the fedures in red time, we have focused ou attention on recogntion and

analysis of only afew fadal feaures.

The recgntion method relies on the "soft mask™, which is a set of points adjusted
interadively by the user on the image of the face Using the mask, various charaderistic
measures of the face ae cdculated at the time of initialization. Color samples of the skin,
badground hair etc., are dso registered. Remgrition d the fadal feaures is primarily
based on color sample identificaion and edge detedion. Based onthe dharaderistics of
human face variations of these methods are used in order to find the optimal adaptation
for the particular case of ead fadal feaure. Speda care istaken to make the recogntion
of one frame independent from the recognition d the previous one in order to avoid the
acawmulation d error. The data extraded from the previous frame is used ony for the
fedures that are relatively easy to tradk (e.g. the nedk edges), making the risk of error
acawmulation low. A reliability test is performed and the datais reinitiaized if necessary.

This makes the recognition very robust. The set of extraded parameters includes:
» verticd heal rotation (nod)
* horizontal head rotation (turn)
* hea inclination (roll)
o aperture of the eyes
* horizontal position d theiris
» eyebrow elevation
 distance between the eyebrows (eyebrow squeez@
e jaw rotation
* mouth aperture
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* mouth stretch/squeeze

The following sedions describe the initiaizaion o the system and the detail s of
the reaogntion method for ead fadal feaure, as well as the verification d the extraded
data. The recogntion d the feaures and the data verification are presented in the order

of exeaution, as also shown schematicdly in Figure 28.
5.2.1 Initialization

Initialization is dore on a still im age of the facegrabbed with a neutral expresson.
The soft mask is placed over theimage & iown in Figure 29. The points of the mask are
interadively adjusted to the daraderistic fedures of the face such as mouth, eyes,
eyebrows etc. These points determine the measures of the facewith neutral expresson
and povide mlor samples of the badkground and the fada feaures. The process of

setting the mask is graightforward and wsually takes lessthan half a minute.
5.2.2 Head tracking

First step isto find the edges of the nedk (blue drclesin Figure 30, paints N1 and
N2 in Figure 31). During the initialization, color samples are taken at the points 1, 2 and
3 o the mask (Figure 29). Points 1 and 3 are digned owver badground and skin
respedively, and pant 2 ower the hair falling onthe side of the face if any. During
reaogntion, a sample taken from the analyzed pant of the image is compared with those
three samples and identified as one of them. As ead color sample @nsists of three
values (red, green and Hue), it can be regarded as a point in a three dimensional RGB
space The distance in this gace between the sample being anayzed and eat stored
sample is cdculated. The dosest one is chasen to categorize the point. This method d
sample identification works fine in the aea where the number of possble different

colorsis gnal and wherethereis sifficient diff erence between the mlors.
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( START )

Take neutral face image

Adjust mask and initialize

P

Capture next frame

Extract head position and
jaw rotation

Verify data

Extract eyebrow positions

Extract eye informaion

Extract nose position

Extract mouth information

Figure 28: Flowchart of the facial recognition method

Next step isto find the hairline (marked with the red circle in Figure 30, point M in
Figure 31). The samples of the hair and skin color are taken and edge between the two is
detected. The horizontal position of the starting point is halfway between the neck edges,
and the vertical position is taken from the previous frame. At a fixed distance below the
hairline the edges of the hair seen on the sides of the forehead are detected (marked with
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green and yellow circles in Figure 30, points L1, L2, R1, R2 in Figure 31) using the

above described sample identification method.

Figure 29: Recognition initialization - neutral face with the soft mask

Using the information from points L1, L2, R1, R2, N1, N2, and M (Figure 31) we

estimate the head orientation for different movements. For example:
head turn = f(L1,L2,R1,R2)
head nod = f(M)
head roll = f(L1,L2,R1,R2,N1,N2)

5.2.3 Jaw rotation

To extract the rotation of the jaw the position of the chin has to be found. We

exploit the fact that the chin casts a shadow on the neck, which gives a sharp color
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change on the point of the chin. Once again the sample identification is used to track this
edge.
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Figure 30: Face with recognition markers

Figure 31: Points used in facia feature tracking
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5.2.4 Dataverification

At this point the data extracted so far is checked against the measurements of the
face made during initialization. If serious discrepancies are observed the recognition of
the frame is interrupted, the warning signal is issued and the datais reinitialized in order
to recognize the next frame correctly. This may happen if the user partialy or totaly
leaves the camera field of view or if he/she takes such a position that the recognition
cannot proceed.

525 Eyebrows

The starting points for the eyebrow detection are above each eyebrow, sufficiently
high that the eyebrows cannot be raised above them. They are adjusted interactively
during initialization (points marked 4 in Figure 29) and kept at fixed position with
respect to the center of the hairline. Also during initialization, the color samples of the
skin and the eyebrows are taken. The search proceeds downwards from the starting point
until the color is identified as eyebrow. To avoid wrinkles on the forehead being
confused with the eyebrows, the search is continued downward after a potential eyebrow
is found. If that is the real eyebrow (i.e. not just a wrinkle), the next sample resembling
the eyebrow will be in the eye region, i.e. too low. The points on eyebrows are marked
with magenta circles in Figure 30. The relative position of each eyebrow with respect to
the hairline is compared with the eyebrow position in the neutral face to determine the
eyebrow-raise. The eyebrow sgueeze is calculated from the distance between the left and
right eyebrow.

5.2.6 Eyes

During initialization, arectangle (marked as 5 in Figure 29) is placed over each eye
and its position relative to the center of the hairline is measured. During recognition the
rectangles (outlined in magenta in Figure 30) are fixed with respect to the center of the

hairline and stay around the eyes when the user moves.

To determine the aperture of the eye we exploit the fact that the sides of the iris
make strong vertical edges in the eye region. The points lying on vertical edges are found

as the local minima of a simplified color intensity gradient function. The edges are found
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by searching for the groups of such points connected vertically. The largest vertical edge
is a sde of the iris. To find the aperture of the eye we search for the eyelid edges
upwards and downwards from the extremes of the vertical edge found earlier. In Figure
30, the aperture of the eyes is marked with green lines, the vertical yellow line marking
the side of theiris.

To determine the horizontal position of the iris we find the distance between the
iris and the edge of the eye using simple edge detection. This distance is marked with a

horizontal yellow line.
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Figure 32: Model-based coding of the face - original and synthetic face

5.2.7 Noseand Mouth

The distance between the nose and the hairline is measured during initialization.
Using this value the approximate position of the nose is determined. Edge detection is
used for locating the nose. A point where the vertical color intensity gradient is above a
certain threshold, is considered to lie on a horizontal edge. A 3x3 pixels gradient operator
is used. The threshold value is determined during initialization by exploring the gradient
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values in the area. The blue line in the Figure 30 connects the edge points and the orange

circle marks the nose position.

For acquisition in the mouth region we search for a horizontal edge downward the
nose point to find a point on the upper lip. At the same horizontal position the search is
performed from the chin in upward direction to find a point on the lower lip. This
process is repeated on the next horizontal position n pixels to the right, n being 1/10 of
the mouth width. The search starts in the proximity of the found vertical positions. We
continue to move to the right, each time storing in memory the points on the lips edges
found, until the corner of the lipsis passed. This is detected when no edge isfound in the
area. The corner of the lips is then tracked more precisely by decreasing the step to n/2,
n/4, n/8,...,1. The same process is repeated for the left side. All the points found together
thus form the mouth curve. It is shown in green in Figure 30. However, due to shadows,
wrinkles, beard or insufficient lip-skin color contrast, the curve is not very precise.
Therefore the average height of the pointsin the middle third of the curveistaken for the
vertical position of the lip. The bounding rectangle of the mouth is outlined in magenta.
This rectangle provides measures for the relative vertical positions of upper and lower lip

and squeeze/stretch of the mouth.

The analysis is performed by a specia Facia Expression Driver. The extracted
parameters are easily trandated into Minimal Perceptible Actions, which are passed to
the Facial Representation Engine, then to the Communication process, where they are

packed into a standard VLNET message packet and transmitted.

On the receiving end, the Facia Representation Engine receives messages
containing facial expressions described by MPAs and performs the facia animation
accordingly. Figure 32 illustrates this method with a sequence of original images of the
user (with overlaid recognition indicators) and the corresponding images of the

synthesized face.

This method can be used in combination with texture mapping. The model needs an
initial image of the face together with a set of parameters describing the position of the
facia features within the texture image in order to fit the texture to the face. Once thisis

done, the texture is fixed with respect to the face and does not change, but it is deformed
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together with the face, in contrast with the previous approach where the face was static
and the texture was changing. Some texture-mapped faces with expressions are shown in

Figure 33.

The bandwidth requirements for this method are very low. However, considerable
computing power is needed, and the complexities of facial expression extraction from
video are not resolved in a satisfying way yet; therefore the method yields less quality in
reproducing facial expressions than desirable. Providing that the extraction is improved,

this method is promising for very low bitrate conferencing in virtual environments.
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5.3 Lip movement synthesis from speech

It might not always be pradicd for the user to be in front of the canera (e.g. if
he/she doesn't have one, or if he/she wants to use a HMD). Nevertheless the fada
communicaion daees nat have to be @andored. Fabio Lavagetto [Lavagetto95 shows
that it is possble to extrad visual parameters of the lip movement by analyzing the audio
signal of the speed. An applicaion dang such recogntion and generating MPASs for the
control of the face ca be mnreded to VLNET as the Fadal Expresson Driver, and the
Fada Representation Engine will be ale to synthesize the facewith the gpropriate lip
movement correspondng to the pronourced speed. However, currently available
software for the segmentation d the audio signal into phoremes does not provide red
time performance, therefore we found it unsuitable for integration in VLNET and we
have developed a smpler method that analyses the audio signal and produces a smple
open/close mouth movement when speed is deteded, allowing the participants in the

NCVE sessonto knav whois ge&ing.

This method in its current implementation hes very low bandwidth and computing
power requirements, but the functionality is limited to the indicaion d the adive
spedker. The full implementation o the method with phoreme extradion from the audio
signal and acaurate synthesis of visua speed, would still be in very low bitrate domain,
however the wmputing complexity is quite high. Nevertheless the gap to red time
implementation is nat too kg and it is redigtic to exped this implementation to be
possble in nea future. Thiswill alow potential enhancement of speed intelli gibility in

noisy environments or for heaiingimpaired persons.
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5.4 Predefined expressions or animations

In this approach the user can smply chocse between a set of predefined fada
expressons or movements (animations). The doice ca be dore from a menu. The
Fadal Expresson Driver in this case stores a set of defined expressons and animations

and just feeds them to the Fadal Representation Engine & the user seleds them.
Figure 33 shows sme examples of predefined fadal expressons.

This method is relatively smple to implement and cheg in terms of both
bandwidth and computing pover. Its patential usage is in the virtual chat rooms on the
network, where the user community aready has a alture of using charader-based

“smileys’ to expressemotions.
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Figure 33: Predefined facial expressions - examples
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6. Relationswith the MPEG-4 standard

In parallel with our work on NCVEs, we participate in the work of ISO/IEC
JTC1/SC29/WG11 - better known as MPEG. MPEG is traditionally committed to coding
and compression of audio-visual data from natural sources. However, the emerging
MPEG-4 standard aims not only at multiple natural audio-visual objects composing the
scene, but also synthetic audio and video to be integrated with the natural. It will also
allow more interaction with both synthetic and natural objects. Within the MPEG-4 Ad
Hoc Group on Face and Body Animation we have provided a major contribution to the
specification of Face Animation Parameters and Face Definition Parameters. This
experience has lead us to believe that there is a strong potential relation of MPEG-4
standard to NCVEs and that it will be possible in near future to build rich multimedia 3D

networked environments based on this standard.

In this chapter we analyze the potential usage of MPEG-4 for NCVE systems. In
section 6.1 we briefly introduce the MPEG-4 standard, with more concentration on Face
and Body Animation part of the standard. In section 6.2 we present in a systematic way
the requirements on the bitstream contents encountered in NCVE applications, and in
section 6.3 we analyze how these requirements can be met by the MPEG-4 standard. In

the last section we bring the concluding remarks.
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6.1 Introduction to MPEG-4

ISO/IEC JTCL/SC29/WG11 (Moving Pictures Expert Group - MPEG) is currently
working on the new MPEG-4 standard, scheduled to become International Standard in
February 1999. In aworld where audio-visual dataisincreasingly stored, transferred and
manipulated digitally, MPEG-4 setsits objectives beyond "plain” compression. Instead of
regarding video as a sequence of frames with fixed shape and size and with attached
audio information, the video scene is regarded as a set of dynamic objects. Thus the
background of the scene might be one object, a moving car another, the sound of the
engine the third etc. The objects are spatially and temporally independent and therefore
can be stored, transferred and manipulated independently. The composition of the fina
scene is done at the decoder, potentially allowing great manipulation freedom to the

consumer of the data.

Video and audio acquired by recording from the real world is called natural. In
addition to the natural objects, synthetic, computer generated graphics and sounds are
being produced and used in ever increasing quantitiess. MPEG-4 aims to enable
integration of synthetic objects within the scene. It will provide support for 3D Graphics,
synthetic sound, Text to Speech, as well as synthetic faces and bodies.

Currently there are four groups that work on producing MPEG-4 standards:
Systems, Audio, Video and Synthetic/Natural Hybrid Coding (SNHC). The standard will
finally consist of Systems, Audio and Video parts, and the specifications produced by
SNHC will beintegrated in either Audio or Video.

The Systems layer supports demultiplexing of multiple bitstreams, buffer

management, time identification, scene composition and terminal configuration.

MPEG-4 video provides technologies for efficient storage, transmission and
manipulation of video data in multimedia environments. The key areas addressed are
efficient representation, error resilience over broad range of media, coding of arbitrarily

shaped video objects, apha map coding.
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MPEG-4 Audio standardizes the coding of natural audio at bitrates ranging from 2
Kbit/sec to 64 bitg/sec, addressing different bitrate ranges with appropriate coding

technologies.

Synthetic/Natural Hybrid Coding (SNHC) deals with coding of synthetic audio and
visual data. In particular, a subgroup of SNHC deals with the animation of human faces
and bodies. We present in more detail the activities of this group and their current draft

specification in the following subsection.
6.1.1 Faceand Body Animation (FBA)

The Face and Body animation Ad Hoc Group (FBA) deals with coding of human
faces and bodies, i.e. efficient representation of their shape and movement. This is
important for a number of applications ranging from communication, entertainment to
ergonomics and medicine. Therefore there exists quite a strong interest for
standardization. The group has defined in detail the parameters for both definition and
animation of human faces and bodies. This draft specification is based on proposals from
several leading ingtitutions in the field of virtual humans research. It is being updated
within the current MPEG-4 Committee Draft [MPEG-N1901, MPEG-N1902].

Definition parameters allow detailed definition of body/face shape, size and
texture. Animation parameters allow to define facia expressions and body postures. The
parameters are designed to cover al naturaly possible expressions and postures, as well
as exaggerated expressions and motions to some extent (e.g. for cartoon characters). The
animation parameters are precisely defined in order to allow accurate implementation on
any facial/body model.

6.1.1.1 Facia Animation Parameter set

The FAPs are based on the study of minimal facial actions and are closely related
to muscle actions. They represent a complete set of basic facia actions, and therefore
allow the representation of most natural facial expressions. The lips are particularly well
defined and it is possible to precisely define the inner and outer lip contour. Exaggerated
values permit to define actions that are normally not possible for humans, but could be
desirable for cartoon-like characters.
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All the parameters involving trandational movement are expressed in terms of the
Facial Animation Parameter Units (FAPU). These units are defined in order to allow
interpretation of the FAPs on any facial model in a consistent way, producing reasonable
results in terms of expression and speech pronunciation. They correspond to fractions of
distances between some key facia features (e.g. eye distance). The fractional units used

are chosen to allow enough precision.

The parameter set contains two high level parameters. The viseme parameter
allows to render visemes on the face without having to express them in terms of other
parameters or to enhance the result of other parameters, insuring the correct rendering of
visemes. The full list of visemes is not defined yet. Similarly, the expression parameter

allows definition of high level facial expressions.
6.1.1.2 Facia Definition Parameter set

An MPEG-4 decoder supporting the Facial Animation must have a generic facia
model capable of interpreting FAPs. Thisinsures that it can reproduce facial expressions
and speech pronunciation. When it is desired to modify the shape and appearance of the

face and make it look like a particular person/character, FDPs are necessary.

The FDPs are used to personalize the generic face model to a particular face. The
FDPs are normally transmitted once per session, followed by a stream of compressed
FAPs. However, if the decoder does not receive the FDPs, the use of FAPUs insures that
it can ill interpret the FAP stream. This insures minimal operation in broadcast or

teleconferencing applications.

The Facial Definition Parameter set can contain the following:
3D Festure Points

» Texture Coordinates for Feature Points (optional)

» Face Scene Graph (optional)

* Face Animation Table (FAT) (optional)
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The Feature Points are characteristic points on the face alowing to locate salient
facial features. They areillustrated in Figure 34. Feature Points must always be supplied,

while the rest of the parameters are optional.
The Texture Coordinates can be supplied for each Feature Point.

The Face Scene Graph is a 3D polygon model of a face including potentially

multiple surfaces and textures, as well as material properties.

The Face Animation Table (FAT) contains information that defines how the face
will be animated by specifying the movement of vertices in the Face Scene Graph with

respect to each FAP as a piece-wise linear function. We do not deal with FAT in this

paper.

The Feature Points, Texture Coordinates and Face Scene Graph can be used in four

ways:

* If only Feature Points are supplied, they are used on their own to deform the

generic face model.

* If Texture Coordinates are supplied, they are used to map the texture image
from the Face Scene Graph on the face deformed by Feature Points. Obvioudly,
in this case the Face Scene Graph must contain exactly one texture image and

thisisthe only information used from the Face Scene Graph.

 If Feature Points and Face Scene Graph are supplied, and the Face Scene Graph
contains a non-textured face, the facial model in the Face Scene Graph is used as
a Calibration Model. All vertices of the generic model must be aligned to the
surface(s) of the Calibration Model.

 If Feature Points and Face Scene Graph are supplied, and the Face Scene Graph
contains a textured face, the facial model in the Face Scene Graph is used as a
Cdlibration Model. All vertices of the generic model must be aligned to the
surface(s) of the Calibration Model. In addition, the texture from the Calibration
Model is mapped on the deformed generic model.
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Figure 34: FDP Feature Points
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6.2 Bitstream contentsin NCVE applications

We analyze various data types that are transmitted through the network in NCVE
systems. Figure 35 presents an overview of all data types usually encountered. Current

systems usually support only a subset of the data types presented here.

3D OBJECTS

—DOWNLOA TEXTURES
BEHAVIORS

BODIES & FACES

ANIMATION
OBJECT&I:
DEFORMATION

=0
5 E —STATE UPDATES
ID—: ||-|_J— MOVEMENT
2 % L EVENTS EMBODIMENTS-gopY POSTURES
mO FACIAL EXPRESSIONS
—SYSTEM MESSAGES
—VIDEO
—AUDIO
—TEXT

Figure 35: Bitstream contents breakdown for NCVE systems

6.2.1 Download

The main need for download arises when a new user joins a NCVE session. At this
moment the complete description of the Virtua Environment has to be downloaded to
the new user. This includes 3D objects structured in a scene hierarchy, textures and
possibly behaviorsin form of scripts or programs. The new user also hasto download the

embodiment descriptions of all users and send his own to everyone. The embodiment
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might be asimple geometricd objed, but in a more sophsticaed system it shoud be a

bodyand facedescriptionin aform that al ows later animation d both bodyand face

Downloads are nat restricted to the sesson establi shment phase, they can also occur
anytime during the sesson if new objeds are introduced in the scene - they have to be
distributed.

6.2.2 Stateupdates

All state dhanges for both the environment itself and the users embodments as
spedal part of the environment have to be propagated throughthe network.

For the objeds in the environment, this commonly involves the dange of
paosition/orientation, i.e. animation d rigid oljeds. In nonnetworked VES objeds are
often deformed and nd only animated rigidly. Free deformation o objeds is not
commonly suppated in NCVE systems becaise of increased bandwidth needs - all
displaced vertices have to be updated. It is however a very desirable feaure to be
included in NCVE systems.

For user embodments, state updates also invalve basic movement, and in the cae
of smple, rigid embodments this is enough For articulated, human-like enbodments
means must be provided to communicae body patures and fadal expressons to allow

the smulation o natural body movements and adions.
6.2.3 Events

These ae typicdly short messages abou events happening in the environment. The
basic difference from state updetes is that a state message makes al previous date
messages for the same objed obsolete (e.g. a new position d the objed makes all
previous paositions obsolete) [Kesder96], which is nat the cae with event messages. An
event is ent only once and can influence the environment state potentially for a long

time. Therefore the seaurity of event messages must be higher then for state updates.
6.2.4 System Messages

These messages are used typicdly during sesson establishment and log-off. Their
seaurity is esential because erors can cause serious malfunction d the system.
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6.2.5 Video

Video can be streamed and texture-mapped on any object in the environment
producing real-time video textures. This can be used in different ways for various
applications. Examples include virtual video presentations, facial texture mapping for
facial communication as presented in chapter 5, as well as mixing of real and virtual

worlds for augmented reality applications or virtua studios.
The requirements on the video quality may vary from application to application.
6.2.6 Audio

The most common use of audio in NCVEs is for speech communication. However,

synthetic 3D sound can also be an important part of aVirtual Environment.

6.2.7 Text

The most common use of text is for text-based chat between users. There are
however more interesting ways to use it. As explained in section 3.7, autonomous Virtua
Humans with built-in Al decision-making algorithms can also be participantsin NCVEs.
The best way to communicate orders/questions/dialogues to them is through text, and that
is also the easiest way for them to respond. Speech recognition and Text-to-Speech
(TTS) systems (possibly coupled with facial animation for lip sync) can be used to

interface naturally with the users.
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6.3 How MPEG-4 can meet NCVE requirements

Based on the requirements laid out in the previous section and MPEG-related
documentation [MPEG-N1886, MPEG-N1901, MPEG-N1902, Koenen97, Doenges97]
we study how MPEG-4 tools can be deployed to solve the problems of NCVE.

As for the network topologies, the solutions are out of scope of MPEG which
mostly concentrates on bitstream contents. It is however worthwhile noting that an
MPEG-4 system will be capable of receiving objects from up to 8 different sources, a
fact to be considered when planning network topologies for particular applications
[MPEG-N1886].

In the following subsections we study various components of bitstream contents
with respect to MPEG-4.

6.3.1 Download

The MPEG-4 standard shall provide the means to download and store audio, video
and synthetic objects [MPEG-N1886]. Furthermore, progressive transmission based on
scaleable coding techniques will be supported.

MPEG-4 will support a VRML-like 3D geometry hierarchy with al attributes, as
well as behavior data. It will provide means for efficient compression of 3D meshes.
Efficient still texture coding will be supported, as well as spatial- and quality- scaleable
coding to fit available bandwidth and rendering capabilities.

MPEG-4 will support body and face objects. Using Body Definition Parameters
(BDPs) and Face Definition Parameters (FDPs) [MPEG-N1901, MPEG-N1902] it is
possible to define body and face representation. BAPs and FAPs are scaleable, offering a
wide choice of tradeoffs between definition quality and bandwidth required. In case of

absence of FDPs and/or BDPs generic bodies and faces can be used.
6.3.2 Stateupdates

MPEG-4 supports scaling, rotation and trandation of any video object (natural or
synthetic, i.e. 3D objects included) about any axis in 2D or 3D space [MPEG-N1886].

Changes in audio objects localization are supported.
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As for deformable 3D objects, at the time of writing this Ph.D. thesis the need was
recognized in MPEG to support efficient coding of object deformations, though this

specification was not yet included in the documents.

MPEG-4 will support efficient coding of face and body animation. The parameters
are defined to express body postures and facial expressions in an efficient manner and
independently of a particular face/lbody model. These parameters are compressed to

obtain very small bitrates (e.g. approx. 2 Kbit/sec for facial expressions).
6.3.3 Eventsand system messages

These messages are specific to a particular NCVE system and as such are not
explicitly covered by MPEG-4.

6.3.4 Video

Video is a traditiona part of MPEG and the video tools are mature and extensive.
MPEG-4 Video will support al types of pixel-based video with high compression
efficiency. Tools will be provided to achieve error resilient video streams over a variety
of networks with possibly severe error conditions, including low-bitrate networks
[MPEG-N1886]. Scaleability in terms of content and spatial and temporal quality will be
supported. Various delay modes, including low delay modes for real-time
communication will be supported. MPEG-4 tools are optimized for the following bitrate
ranges. < 64 Khit/sec (low), 64 - 384 Kbhit/sec (intermediate) and 384 Kbit/sec - 1.8
Mbit/sec (high). Various video formats will be supported.

6.3.5 Audio

MPEG-4 will support following types of audio content: high quality audio (> 15
KHz), intermediate quality audio (<15 KHz), wideband speech (50 Hz - 7 KH2),
narrowband speech (50 Hz - 3.6 KHz) and intelligible speech (300 Hz - 3.4 KH2)
[MPEG-N1886]. Tools will be provided to achieve error reslient audio streams,
including support for low bitrate applications. In particular, speech coding compression
will support intelligible speech at 2 Kbit/sec. A number of audio formats, as defined by
sampling frequency, amplitude resolution, quantizer characteristics and number of

channels will be supported.
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6.3.6 Text

Simple text is not explicitly supported by MPEG-4. However, there will be tools
for Text-to-Speech functionality [MPEG-N1886] which requires at least smple text, and
possibly auxiliary information such as phoneme duration, amplitude of each phoneme
etc. Capability to synchronize TTS output with facial animation system visualizing the

pronunciation will be supported.
6.3.7 Integration

For NCVE systems it is not only important to support all the data types described
in previous sections, but also to achieve an orderly integration of all data types with

respect to relative priorities and synchronization.

MPEG-4 shall support dynamic multiplexing of all objects [MPEG-N1886]. Means
will be provided to identify relative importance of parts of coded audio-visual
information with at least 32 levels of priority. Synchronization between all objects is
supported, with specified maximal differentia delays (e.g. between two video objects or

between an audio and a video object).
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6.4 Concluding remarks

We have analyzed the networking requirements of Networked Collaborative

Virtual Environments, and how MPEG-4 tools can be used to fulfill these requirements.

The building of network topology, session establishment/destruction and system-
particular message passing are out of MPEG-4 scope and should be dealt with on another
level. However, most of the data types that are important for NCVE systems will be very
well supported by MPEG-4 tools (video, audio, 3D objects, textures, bodies, faces). On
top of this, MPEG-4 will offer reliable multiplexing, mechanisms for establishing
priorities among data, as well as synchronization. We believe that MPEG-4 tools should
play an important role in building future Networked Collaborative Virtual Environment
systems.
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7. Conclusion

In this chapter we summarize our contribution, present potential applications of our

work and discuss ideas for future work.
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7.1 Contribution

To fulfill the defined objectives of our work, we have completed the following
tasks:

* Development of a Networked Collaborative Virtual Environment framework

integrating Virtual Humans
» Development of techniques for facial communication in NCVEs

An additiona contribution of this thesis is to provide an analysis of the potential
usability of the currently developed MPEG-4 standard in the field of NCVEs.

We summarize each of these contributions in the following subsections.

7.1.1 Development of a Networked Collaborative Virtual Environment framework

integrating Virtual Humans

The survey of previous work and existing NCVE systems has shown that most
existing systems use relatively ssimple graphical models to represent usersin the VE. The
survey of related research has also shown expectations of increased quality and usability
of NCVE systems with the introduction of more sophisticated human-like
representations. We have anayzed the challenges and requirements for introducing
Virtua Humans (VH) as participant representation in NCVE, and developed the Virtual
Life Network (VLNET) system. VLNET provides a modular, open system architecture
with a set of extension interfaces. These interfaces provide easy access not only to
functions related to VH support, but to all other functions of NCVE. Therefore VLNET
offers flexible support for different functions and applications, and lends itself very well
also as aresearch testbed.

VLNET is a joint research effort by MIRALab, University of Geneva and LIG,
EPFL and the general system architecture is a result of this collaboration. Specific parts
of the system that have been developed as part of this thesis work are: Text, Video, Face
and Navigation engines with their respective interfaces, Communication process with the

Message Queue as well as the VLNET Server. Illustration of these system components
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can be foundin Figure 20, and a more detailed dscusson onindividua contributions to
VLNET in sedion 4.6.

7.1.2 Development of techniquesfor facial communication in NCVEs

The survey of previous work shows aladk of means for natural communicaion in
NCVE systems, in particular fadal communicaion. Using ou VLNET system as the
basic framework, we have built four different methods of fada communicaion in
NCVE.

Video texturing method povides very good results in terms of reproduwction o
fada expresson and the faceitself; however, it is rather costly in terms of bandwidth
required to stream the video texture through the network. By choasing dfferent video
compresson algorithms, different tradeoffs between video quality, bandwidth and CPU
load can be obtained.

Model based coding d fadal expressons $ows lessimpressve results in terms of
expresson reproduction, due mostly to the difficulties of expresson extradion from red
time video. It isaso relatively expensive in terms of CPU load. However, the bandwidth

required for this methodis very low.

Lip movement synthesis from speed as promising in terms of generating redistic
lip movement synchronized with speed based orly on the audio signal, serving as
additional visual clue for better speed understanding. In spite of impressve results of
nonred time experiments, currently the method can’'t be deployed for red-time usage
becaise of the nonred time performance of the speed analysis ftware arrently
available. We have therefore adopted a smpler version d this method which provides

simple mouth movement, just enoughto indicate that a personis ge&king.

The use of predefined expressons and emotionsis arelatively smple, though qite
effedive method d conweying expressons and emotions. The user adivates them by
mouse or keystrokes. This method is very inexpensive in terms of both CPU and
bandwidth.
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7.1.3 MPEG-4for NCVEs

We have analyzed the networking requirements of Networked Collaborative
Virtual Environments, and how MPEG-4 tools can be used to fulfill these requirements.
This analysis is based on our active participation in the development of the MPEG-4

standard which is going on in parallel with our work on NCVEs.

Most of the data types that are important for NCVE systems will be very well
supported by MPEG-4 tools (video, audio, 3D objects, textures, bodies, faces). On top of
this, MPEG-4 will offer reliable multiplexing, mechanisms for establishing priorities
among data, as well as synchronization. We believe that MPEG-4 tools should play an

important role in building future Networked Collaborative Virtual Environment systems.
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7.2 Potential applications

Networked Collaborative Virtual Environment systems are suitable for numerous

collaborative applications ranging from games to medicine [Doenges97], for example:
» Virtual teleconferencing with multimedia object exchange
» All sortsof collaborative work involving 3D design
* Multi-user game environments

* Teleshopping involving 3D models, images, sound (e.g. real estate, furniture,
cars)

* Medica applications (distance diagnostics, virtual surgery for training)
» Distance learning/training

» Virtual Studio/Set with Networked Media Integration

* Virtual travel agency

Several experimental applications were developed using the VLNET system. Some
snapshots are presented in Figure 36. We present the developed experimental
applications in the following subsections.

7.2.1 Entertainment

NCVE systems lend themselves to development of all sorts of multi user games.
We had successful demonstrations of chess and other games played between Switzerland

and Singapore, as well as between Switzerland and several European countries.

A virtua tennis game has been developed [Noser 96-1] where the user plays
against an opponent who is an autonomous virtual human. The referee is also an
autonomous virtual human capable of refereeing the game and communicating the points,
faults etc. by voice.

Currently amulti user adventure game is under devel opment.
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Figure 36: Snapshots from applications

7.2.2 Teleshopping

In collaboration with Chopard, a watch company in Geneva, a teleshopping
application was successfully demonstrated between Geneva and Singapore. The users
were able to communicate with each other within arich virtual environment representing
awatch gallery with several watches exposed. They could examine the watches together,

exchange bracelets, and finally choose a watch.

123



Facial Communication in Networked Virtual Environments

7.2.3 Medical education

In collaboration with our colleagues working on amedical project we have used the
3D data of human organs, muscles and skeleton reconstructed from MRI images
[Beylot96] to build a small application in the field of medical education. The goal is to
teach a student the position, properties and function of a particular muscle - the
latissmus dors. In the virtual classroom severa tools are at the disposition of the
professor. MRI, CT and anatomical dice images are on the walls showing the dices
where the muscle is visible. A 3D reconstruction of the skeleton is available together
with the muscle, alowing to examine the shape of the muscle and the points of
attachment to the skeleton. Finally, an autonomous virtual human with a simple behavior
is there to demonstrate the movements resulting from a contraction of the discussed

muscle.
7.2.4 Stock exchange

An application has been developed to visualize in 3D the real time updates of stock
exchange data and alow interactions of users with the data (buy, sell) and with each

other.
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7.3 Futureresearch
We see four domains for future work:
* Improvement of real time VH simulation
» Scaleable VH
* Input techniques for natural communication
» Support of standards
7.3.1 Improvement of real timeVH simulation

Not so long ago it was practically impossible to simulate Virtual Humans in red
time on a computer. Now it is possible, however considerable computing power is still
needed and realism of animation and skin deformation could be improved. For example,
currently the hands can not be deformed in our real time model, only animated as a set of

rigid finger segments. Work is ongoing in improving the real time animation.
7.3.2 Scaleable VH

No matter how much we improve the algorithms for real time human simulation,
simulation of large numbers of humans will bring difficulties by sheer computation load.
Therefore it is necessary to provide an extension of the method known as Levels of
Detail (LOD) [Rohlf94] to Virtua Humans, alowing graceful degradation in
representation quality as a particular VH moves further away from the viewpoint. Thus a
crowd in alarge distance would be a mere set of dots, and by approaching to a particular
person we would see him/her in al detail. This method permits significant reduction of
CPU and graphics system overhead, as well as the network bandwidth because we need
less data transmissions for the VH we see with less detail. The work on LOD for Virtua

Humans is ongoing and has already been partly integrated in the VLNET system.
7.3.3 Input techniquesfor natural communication

For smple and natural input of facial expressions and gestures, sophisticated non-
intrusive input technigques are needed. Ongoing work mostly concentrates on video input
and image analysis.
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7.3.4 Support of standards

As outlined in chapter 6, currently developed MPEG-4 standard shows promise in
terms of supporting NCVE requirements [Pandzic97-2], so one of the future work items
might be development of a MPEG-4 compatible NCVE system.
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