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Abstract—We present two methods for automatic facial 
gesturing of graphically embodied animated agents. In 
one case, conversational agent is driven by speech in 
automatic Lip Sync process. By analyzing speech input, 
lip movements are determined from the speech signal. 
Another method provides virtual speaker capable of 
reading plain English text and rendering it in a form of 
speech accompanied by the appropriate facial gestures. 
Proposed statistical model for generating virtual 
speaker’s facial gestures can be also applied as addition 
to lip synchronization process in order to obtain speech 
driven facial gesturing. In this case statistical model will 
be triggered with the input speech prosody instead of 
lexical analysis of the input text.  
 
Index Terms—facial gesturing, lip sync, visual TTS, 
embodied conversational agent 
 

I. INTRODUCTION 

Conversational Agent is a graphically embodied 
animated agent (a virtual character) capable of human-
like behavior, most importantly talking and natural-
looking facial gesturing.  

Human speech is bimodal in nature [1]. Speech that is 
perceived by a person depends not only on acoustic cues, 
but also on visual cues such as lip movements or facial 
expressions. The human face can express lots of 
information, such as emotions, intension or general 
condition of the person. In noisy environments, visual 
component of speech can compensate for a possible loss 
in speech signal. Consequently, there has been a large 
amount of research on incorporating bimodality of speech 
into human-computer interaction interfaces. 

In this article, we concentrate on two ways for 
automatic facial animation – Lip sync and Visual Text-to-
Speech (VTTS). 

The goal is to animate the face of a Conversational 
Agent in such a way that it realistically pronounces the 

given text. For a realistic result, lip movements must be 
perfectly synchronized with the audio. In order to appear 
realistic, the produced face animation must also include 
facial gesturing. A very important goal of our work is to 
perform this gesturing automatically. We have achieved 
this in case of VTTS through statistical modeling of 
behavior and plan to extend this method to lip sync as 
well. 

Lip sync produces lip movements synchronized with 
the input speech. The most important issue in Lip Sync 
research is Audio to Visual (AV) mapping which consists 
of the speech analysis and classification in visual 
representatives of the speech (Figure 1). We present a 
new method for mapping natural speech to lip shape 
animation in the real time. The speech signal is classified 
into viseme classes using neural networks. The topology 
of neural networks is automatically configured using 
genetic algorithms. This eliminates the need for tedious 
manual neural network design by trial and error and 
considerably improves the viseme classification results.  

 

 
Figure 1: Schematic view of lip sync system 

 
Classical Visual Text-to-Speech (VTTS), produces lip 

movements synchronized with the synthesized speech 
based on timed phonemes generated by speech synthesis 
([9],[10],[11],[12]). We propose a new approach, 
Autonomous Speaker Agent that combines the lexical 
analysis of input text with the statistical model describing 
frequencies and amplitudes of facial gestures. The 
statistical model is obtained by analyzing a training data 
set consisting of several speakers recorded on video and 
stenographs of their speech. A lexical analysis of the 
stenograph texts allowed to correlate the lexical 
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characteristics of a text with the corresponding facial 
gestures and to incorporate this correlation into a 
statistical model. Using a lexical analysis of input text to 
trigger this statistical model, a virtual speaker can 
perform gestures that are not only dynamically correct, 
but also correspond to the underlying text. Figure 2 
depicts training and content production processes. 

 

 
Figure 2: Training and content production processes 

 
The Section 2 and Section 3 describe respectively the 

automatic lip sync system and autonomous speaker agent 
in more details. The paper closes with a conclusion and a 
discussion of the future work. 

II. AUTOMATIC LIP SYNC 

Speech sound is produced by vibration of the vocal 
cords and then it is additionally modeled by vocal tract. A 
phoneme, defined as basic unit of acoustic speech, is 
determined by vocal tract, while intonation characteristics 
(pitch, amplitude, voiced/whispered quality) are 
dependent on the sound source. 

Lip synchronization is the determination of the motion 
of the mouth and tongue during speech [2]. To make lip 
synchronization possible, position of the mouth and 
tongue must be related to characteristics of the speech 
signal.  

There are many acoustic sounds that are visually 
ambiguous. Therefore, there is a many-to-one mapping 
between phonemes and visemes, where viseme is a visual 
representation of phoneme [3]. 

The process of automatic lip sync consists of two main 
parts (Figure 1). The first one, audio to visual mapping, is 
key issue in bimodal speech processing. In this first phase 
speech input is analyzed and classified into viseme 
categories. In the second part, calculated visemes are 
used for animation of virtual character's face. 

A. Our lip sync system 
Our system for automatic lip sync is suitable for real-

time and offline applications. It is speaker independent 
and multilingual. We use visemes as the main 
classification target. Speech is first segmented into 
frames. For each frame most probable viseme is 
determined. Classification of speech in viseme classes is 
performed by neural networks. Then MPEG-4 compliant 
facial animation is produced. 

Next sections present the components of the system 
 

Phoneme database  
As training data, a set of phonemes is collected. For 

every phoneme, three different samples were recorded by 
nine test subjects. This gives 27 versions of each 
phoneme in our database. These phonemes are manually 
mapped onto MPEG-4 visemes, and in doing so the 
database is organized in 15 classes, each corresponding to 
one MPEG-4 viseme. On average, each viseme class is 
represented by 50 samples in the database.  

For fine tuning of animation, phonemes specific for 
certain language might be added in the database. 

 
Audio to Visual Mapping  
In order to synchronize the lips of a computer 

generated face with the speech, speech must be first 
preprocessed and then classified into visemes. 

The Mel-Frequency Cepstrum Coefficients (MFCC) 
representation of the speech is chosen as first step in 
preprocessing the speech. 

MFCC is audio feature extraction technique which 
extracts parameters from speech similar to ones that are 
used by humans for hearing speech, while, at the same 
time, deemphasizes all other information. As MFCCs 
take into consideration the characteristics of the human 
auditory system, they are commonly used in the 
automatic speech recognition [4]. 

Additionally, Fisher linear discriminant transformation 
(FLDT) is done on MFCC vectors to separate classes. If 
there is no separation between classes before FLDT, 
transformation will not enhance separability, whereas if 
there is only slight distinction between classes, the FLDT 
will separate them satisfactory. 

The overall procedure of the coefficients calculation is 
shown on Figure 3. 

 

FLD transformationMFCC extraction
Input for NNsSpeech

signal

Figure 3: Audio preprocessing used 
 

In order to use MFCCs on the speech signal, frame 
length and the dimension of the MFCC vectors must be 
determined. The frame length must be chosen, so that the 
frame contains enough information [4]. The choice is 
frame length of 256 samples and 12 dimensional MFCC 
vector. Overlapping of the frames is used to smooth 
transition from frame to frame (Figure 4). 

The phoneme database is now used as a training set in 
order to train neural network, as it will be described later. 

 
64 64 64 64 64 64 64

frame i

frame i+1

frame i+2  
Figure 4: Overlapping of the frames 

 
Every frame of the speech is classified in the correct 

viseme class. When correct viseme is chosen, it can be 
sent to animated face model.  
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To reduce sudden discontinuous facial expressions, the 
outputs from neural network for four consecutive frames 
are analyzed [4]. One with the largest output sum is 
chosen as a correct viseme. 
 

MPEG-4 Face Animation 
Face animation (FA) is supported in MPEG-4 standard 

[3]. MPEG-4 FA specifies a face model in its neutral 
state, a number of feature points (FPs) and a set of Facial 
Animation Parameters (FAPs). Each FAP corresponds to 
a particular facial action deforming a face model in its 
neutral state. The first group of FAPs contains high-level 
parameters, visemes and expressions. Only 15 static 
visemes are included in the standard set. 

Facial animation can be generated for any 
parameterized face model for speech animation if the 
visemes are known.  

B. Training neural networks for AV mapping using GA 
Neural networks (NNs) are widely used for mapping 

between the acoustic speech and the appropriate visual 
speech movements [5]. Many parameters, such as 
weights, topology, learning algorithm, training data, 
transfer function and others can be controlled in neural 
network. A major unanswered question in NN research is 
how best to set a series of configuration parameters so as 
to maximize the network's performance. Finding a 
suitable network for a specific problem is proved to be 
difficult. 

As training neural network is an optimization process 
where the error function of a network is minimized, 
genetic algorithms can be used to search optimal 
combination of parameters.  

Genetic algorithms (GA) are a method for solving 
optimization or search problems inspired by biological 
processes of inheritance, mutation, natural selection and 
genetic crossover. A conventional GA consists of coding 
of the optimization problem and set of the operators 
applied on the set of possible solutions [6].The 
algorithm’s three main operators are selection, crossover 
and mutation. Only individuals that are good enough get 
the possibility to survive. 

GAs might be used to help design neural networks by 
determining [7]: 

− The weights. Algorithms for setting the 
weights by learning from presented 
input/output examples with given fixed 
topology often get stuck in local minima. GAs 
avoid this by considering many points in the 
search space simultaneously. 

− Topology (number of hidden layers, number 
of nodes in each layer and connectivity). 
Determining a good/optimal topology is even 
more difficult – most often, an appropriate 
structure is created by intuition and time 
consuming trial and error. 

− A suitable learning rule.  
However, they are generally not used in all three 

problems at the same time, since they are computationally 
very expensive.  

In our approach, we use multilayer feedforward 
networks to map speech to lip movements. These kind of 
neural networks are widely used and operate in a way that 
an input layer of nodes is projected onto output layer 
through a number of hidden layers. Backpropagation 
algorithm is used as training algorithm for adjusting 
weights. 

15 networks, each for every viseme class, is trained 
since phonemes that are visual ambitious do not need to 
be separated.  

The 12-dimensional MFCC vectors are used as inputs 
to 15 different networks. For each viseme class, a NN 
with 12 inputs, a number of hidden nodes and 1 output is 
trained. The number of hidden layers and the number of 
nodes per each layer should have been determined for 
each network. This is laborious and time consuming work 
since the training session must be run until the result is 
satisfactory. In order to avoid time consuming trial and 
error method, we introduced simple genetic algorithm to 
help find suitable topology for our NNs. 

Since the design of neural network is optimized for a 
specific application, we had to find suitable network for 
our lip sync application. As determining a good or 
optimal topology is even the most difficult task in design 
of NN, we tried to solve this problem with GAs.  

In our example, given the learning rule (Levenberg-
Marquardt), we used GA for training a backpropagation 
feedforward network to determine near optimal network 
topology, including the number of hidden layers and the 
number of units within each layer. 

We use simple genetic algorithm [8], where number of 
genes specify the number of hidden layers (n). Gene 
maximum and minimum values are defined in the range 
from zero to m, determining the number of nodes per 
layer. If a value of the single gene is set to zero, the 
number hidden layers is decreased, so practically it 
ranges from zero to n. Other parameters that have to be 
specified are population size, maximum number of 
generation and mutation rate.  

By using genetic algorithms, the process of designing 
neural network is automated. Once the problem to be 
solved is coded and GA parameters are determined, the 
whole process is automated. Although it is still a time 
consuming work, much time is saved since all work is 
done automatically by computer. 

C. Implementation 
Constructing database and creation of 15 neural 

networks have to be done only once. In training process, 
network's biases and weights are extracted and saved for 
later use. Together with Fisher matrix (obtained by 
calculating FLDT), biases and weights matrix are loaded 
in the application.  

Figure 5 shows GUI (Graphical User Interface) of our 
application. 

Application captures speech from the microphone and 
segments it into frames of 256 samples. When a frame 
has been captured, data is stored and calculations are 
performed during capturing of the next frame. These 
calculations consist of MFCC extraction and simulation 
of 15 networks. The outputs are added to outputs from the 
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previous frame. Every fourth frame, the viseme class that 
has the largest sum of output values from NNs is 
presented on the screen [4]. It is important that 
calculation time does not exceed time needed for 
recording of a frame (in case of 16 kHz, 16 bit coding 
takes 16 ms). 
 

 
Figure 5: GUI of our application 

D. Results 
A validation of the proposed lip synchronization 

system consists of two parts (Figure 6). 
 

EVALUATION PROCESSTRAINING PROCESS

TESTING METHODS

NEURAL NETWORK
SIMULATION

LIP SYNC TEST
APPLICATION SUBJECTIVE TEST

 
Figure 6: Methods used for validation of the lip sync system 

 
The first one is performed in the process of generation 

neural networks in order to obtain validation results of the 
classification with the NNs. In this part, two methods 
were used. The first one is based on the functions 
available in Matlab, while the second one compares 
results of viseme recognition obtained with our Lip Sync 
algorithm with the ground truth. 

Once the suitable neural networks are found, the 
effects of various factors, such as background noise, 
language or personality, are tested on our lip sync system. 
In this second part we have used a subjective test, as it is 
based on the opinions of different persons on videos 
made from the animations generated in different 
conditions.  

Results obtained with NN simulation method for the 
final neural networks are far away from the ideal one. 
The percentage range of recognition varies from 37 
(viseme class 5) to 94 (viseme class 10), with average of 
70 percent. It is interesting to compare the results of NN 
simulation and Lip Sync Test method. For some viseme 
classes the Lip Sync Test results are as expected 
considering the ones of NN simulation method, while for 
others they are completely opposing. For example, 
viseme class 0 (silence) is very good recognized no 
matter of the method – 90 percent with NN simulation 
and 80 or 100 percent (10 total appearances) with Lip 
Sync Test Application in online and offline mode 
respectively. On the other hand, viseme class 10 achieved 

very good results in NN simulation (94 percent) while in 
our testing application results came out to be poor - only 
9.1 percent (1 out of 11 visemes) in both modes. This can 
be explained as consequence of not precise segmentation, 
i.e. the border between phonemes was not accurately 
determined, either because of the human mistake or 
because there is not a really clear border. Another 
problem of our Lip Sync Test application is short ground 
truth sentence. The number of visemes in it is too small 
for any general conclusion. Moreover the viseme 
distribution is not uniform distributed over viseme groups 
(some viseme groups do not appear at all in the ground 
truth sentence). 

The results of subjective testing proved that visual 
impression is satisfactory, however. According to 
achieved results, subjects evaluated the generated 
animations generally positively. Average grade for the 
first question, related on the connectivity of created 
animation with the original speech, is 3.69 and for the 
second question, more concerned with sudden disturbing 
movements, 3.86 (with maximum grade 5). Three, of 
eight videos for the subjective test, are generated in the 
online mode and the rest in the offline. Animations 
generated in the real time were graded with scores, 
almost as high as for offline animation. Average grade for 
the online mode is 3.72, and for the offline mode 3.81. In 
the real time animations, it is visible in some videos that 
speech precedes the animation. 

II. AUTONOMOUS SPEAKER AGENT 

A conversation consists of two domains: verbal and 
nonverbal. These two domains are highly synchronized 
because they are driven by the same forces: the prosody 
and lexical structure of the uttered text as well as the 
emotions and personality of a person that is involved in a 
conversation. The verbal domain deals with a human 
voice, while body and facial gestures (head, eyes and 
eyebrows movement) are part of the nonverbal domain. 
In this article our focus is on facial gestures and how they 
are synchronized and driven by the prosody and lexical 
structure of the uttered text. We distinguish three main 
classes of facial gestures [9]: head, eyes and eyebrows 
movement. Within each class we distinguish specific 
gestures, each characterized by their particular 
parameters. The parameters that are important for the 
head and eyebrows movements are amplitude and 
velocity. Those two parameters are in inverted 
proportion. A movement with big amplitude is rather 
slow. Table 1 shows the types of facial gestures as 
identified during our data analysis. We introduce symbols 
incorporating both a gesture type and a movement 
direction. 

A. Lexical analysis of English text 
The speech analysis module [13] performs linguistic 

and contextual analysis of a text written in English 
language with the goal of enabling the nonverbal 
(gestures) and verbal (prosody) behavior assignment and 
scheduling. Starting from plain English text, it produces 
an XML document annotated with tags for each word. 
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These tags allow the distinction of the newly introduced 
words, words known from the previous text and 
punctuation marks. The input text is first phrase-parsed, 
because the module needs to know the morphological, 
syntactic and part-of-speech information. In order to get 
the morphologic and semantic data about words in a 
sentence, we have made simplified version of 
morphologic and semantic analyzer extending WordNet 
2.0 database [14]. We must pass multiple times through 
whole sentence and apply various English grammatical 
rules in order to determine the correct word type based on 
the output queried from the extended WordNet 2.0 
database.  

TABLE I.  TABLE 1: THE SPECIFICATION OF FACIAL GESTURES 

Nod 

An abrupt swing of a head with a 
similarly abrupt motion back. We have four 
nod directions: up and down (ˆ), down and up 
(v), left and right (<) and right and left (>). 

Oversho
ot nod 

Nod with an overshoot at the return, i.e. 
the pattern looks like an ‘S’ lying on its side 
(~). 

Swing 

An abrupt swing of a head without a back 
motion. Sometimes rotation moves slowly, 
barely visible, back to the original pose, 
sometimes it is followed by an abrupt motion 
back after some delay. Five directions: up 
(u), down (d), left (l), right (R) and diagonal 
(diag). 

H
ea

d 

Reset Sometimes follows swing movement. 
Returns head in central position. 

Movem
ent in 

various 
directions 

The eyes are always moving. Parameters 
are: gaze direction, points of fixation, the 
percentage of eye contact over gaze 
avoidance, duration of eye contact. Ey

es
 

Blink 
Periodic blinks keep the eyes wet. 

Voluntary blinks support conversational 
signals and punctuators. 

Raise Eyebrows go up and down (ˆˆ). 

Ey
eb

ro
w

s 

Frown Eyebrows go down and up (ˇˇ). 

B. Statistical model of gestures 
As a training set for our analysis, we used the footage 

showing the newscasters presenting news. We 
investigated three female and two male Swedish 
newscasters. Observing those news casting clips, we 
marked the starting and ending frames for every eye 
blink, eyebrow raise and head movement. Analyzing 
those frames, the speakers Mouth-Nose Separation unit 
(MNS0) value, facial gesture amplitude value, facial 
gesture type and direction were determined. In our model, 
the basic unit which triggers facial gestures is a word. We 
chose not to subdivide further into syllables or phonemes 
for simplicity reasons. Since some facial gestures last 
through two or more words, this level of subdivision 
seems appropriate. The raw data for the complete training 
set was statistically processed in order to build a 
statistical model of speaker behavior. A statistical model 
consists of a number of components, each describing the 
statistical properties for a particular gesture type in a 
specific speech context. A speech context can be an old 

word, a new word or a punctuator. The statistical 
properties for a gesture type include the probability of 
occurrence of particular gestures and histograms of 
amplitude and duration values for each gesture. Such 
statistics exist for each gesture type and for each speech 
context we treated. They are built into the decision tree 
(Figure 7) that triggers gestures. The process is described 
in the following section. 

 

 
Figure 7: Decision tree with components of the statistical model 

C. The System 

 
Figure 8: The data flow through the Autonomous Speaker Agent system 

 
The input to the system (Figure 8) is plain English text. 

It is processed by a lexical analysis which converts it into 
an XML format with lexical tags. The facial gesture 
module is the core of the system – it actually inserts 
appropriate gestures into text in the form of special 
bookmark tags that are read by the TTS/MPEG-4 
Encoding module. While the Microsoft Speech API 
(SAPI) Text To Speech (TTS) engine generates an audio 
stream, the SAPI notification mechanism is used to catch 
the timing of phonemes and bookmarks the containing 
gesture information. Based on this information, an 
MPEG-4 FBA bit stream is encoded with the appropriate 
viseme and facial gestures animation. The facial gesture 
module is built upon the statistical model described in the 
previous section. The statistical model is built into the 
decision tree illustrated in Figure 7. 

The first branch point classifies the current context as 
either a word or a punctuation mark. Our data analysis 
showed that only eye blink facial gesture had occurred on 
the punctuation marks. Therefore only the blink 
component of the statistical model is implemented in this 
context. The words could be new or old (Section Lexical 
analysis of text) in the context of uttered text – this is the 
second branch point. All facial gestures occurred in both 
cases but with different probabilities. Because of that, in 
each case we have different components for facial 
gestures parameters. 
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Figure 9: Results of subjective evaluations. Average score and standard 

deviation 

D. Results 
We conducted a subjective test in order to compare our 

proposed statistical model to simpler techniques. We 
synthesized facial animation on our face model using 
three different methods. In the first (Type 1), head and 
eye movements were produced playing animation 
sequence that was recorded by tracking movements of a 
real professional speaker. In the second (Type 2), we 
produced a facial animation using the system described in 
this paper. In the third (Type 3), only the character's lips 
were animated. 

We conducted a subjective test to evaluate the three 
types of facial animation. The three characters (Type 1, 
Type 2 and Type 3) were presented in random order to 29 
subjects. All three characters presented the same text. The 
presentation was conducted in the Ericsson Nikola Tesla 
and all subjects were computer specialists. However, 
most of the subjects were not familiar with virtual 
characters, and none of the subjects were authors of the 
study. The subjects were asked the following questions: 

 Q1: Did the character on the screen appear 
interested in (5) or indifferent (1) to you? 

 Q2: Did the character appear engaged (5) or 
distracted (1) during the conversation? 

 Q3: Did the personality of the character look 
friendly (5) or not (1)? 

 Q4: Did the face of the character look lively (5) 
or deadpan (1)? 

 Q5: In general, how would you describe the 
character? 

Note that higher scores correspond to more positive 
attributes in a speaker. For questions 1 to 4, the score was 
graded on a scale of 5 to 1. 

Figure 9 summarizes the average score and standard 
deviation (marked with a black color) for the first four 
questions. From the figure, we can see that the character 
of type 2 was graded with the highest average grade for 
all questions except for the Q2. The reason for that is 
because type 3 character only moves its lips and its head 
is static. This gave the audience the impression of 
engagement in the presentation.  

According to general remarks in Q5, the subjects 
tended to believe the following: 

1. Type 1 looked boring and uninteresting, it 
seemed to have cold personality. Also, implemented 
facial gestures were not related to the spoken text. 

2. Type 2 had a more natural facial gesturing and 
facial gestures were coarticulated to some extend. Head 

movements and eye blinks are related to the spoken text. 
However, eyebrow movements were with unnatural 
amplitudes and were not related to the spoken text. 

3. Type 3 looked irritating, stern and stony. 
However, it appeared to be concentrated and its lips 
animation was the best. 

IV. CONCLUSION AND FUTURE WORK 

In this paper we present two methods for automatic 
facial gesturing of graphically embodied animated agents. 
One approach is an autonomous speaker agent with full 
facial animation produced automatically from the plain 
text. With statistical data that we have gathered during 
our work, we have confirmed some of the conclusions of 
other papers. We confirmed that, on average, the 
amplitude of a faster head nod is lesser than the 
amplitude of a slower nod. Furthermore, we concluded 
that the words, that bring something new in the utterance 
context, are very often accompanied by some facial 
gesture. An extension to Embodied Conversational 
Characters is a logical item for future work, adapting and 
extending the statistical model to include more 
complicated gesturing modes and speech prosody that 
occur in a conversation (as it is explained in [15]).  

As well, we propose our approach for lip sync system 
by speech signal analysis. Speech is classified into 
viseme classes by neural networks and GA is used for 
obtaining optimal NN topology. By introducing 
segmentation of the speech directly into viseme classes 
instead of phoneme classes, computation overhead is 
reduced, since only visemes are used for facial animation. 
Automatic design of neural networks with genetic 
algorithms saves much time in the training process. 
Moreover, better results are achieved than with manual 
search of network configuration. 

However, a face that only moves the lips, looks 
extremely unnatural because natural speech always 
involves facial gestures. Our next step will be to extend 
automatic lip sync system with the similar statistical 
model for facial gestures as proposed here in order to 
generate facial expressions in addition to lip movements 
from the speech signal. But in case of speech driven 
facial gesturing, statistical model will be based on the 
input speech prosody, instead of lexical analysis of the 
text. 
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